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  BASIC INFO.   

Name (in pinyin): Shan Shen 

Gender: male 

Date of Birth: 14 JAN, 1993 

Business Address: 2# Sipailou, Nanjing, 210096, China 

E-mail: yolkinnng@gmail.com or shanshen@seu.edu.cn 

 

  EDUCATION   

 

Southeast University Nanjing, China 

Ph.D. candidate, School of Electronic Science & Engineering Sep. 2016 – present 

◼ Supervisor: Prof. Longxing Shi 

◼ Dissertation Title: Performance Modeling And Evaluation of Timing Speculative SRAM  

 

Jiangnan University Wuxi, China 

B.S., School of Internet of Things Engineering Sep. 2012 – July 2016 

 

  RESEARCH INTERESTS   

 

1. Circuit Modeling And Optimization   

Large capacity SRAM design requires high  yield evaluation, which is the most time-consuming process in the customized design 

flow. My research aims at finding a fast and accurate method to estimate the performance and yield of large-scale memory circuits.  

 

2. Low-Power Circuit And Architecture Design  

To mitigate the ever-worsening “Power Wall” problem, more and more SoC devices need to expand their working voltage to the 

wide-voltage range including the near-threshold region. We have proposed several techniques from both circuit and architectural 

levels to boost the frequency and improve the energy efficiency of on-chip memory. 
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  PROJECT EXPERIENCE   

 

1. Wide-voltage Timing-speculative Cache Circuit And Architecture Optimization  2019 – present 

Supported by the National Natural Science Foundation of China (NSFC) 
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2. Research on Statistical Distribution Model for Low-Voltage Chip Design  2018 – present 

Supported by the National Natural Science Foundation of China (NSFC) 

 

3. Analytical Modeling of Multi-core Out-of-Order Processor Storage Architecture for Mobile Computing  2018 – present 

Supported by the Natural Science Foundation of Jiangsu Province  

 

4. Overlay Process Unit  Sep. 2020 – Sep. 2021 

Collaborated with UCLA, EAD Laboratory. 

1. OPU is a domain-specific FPGA overlay processor to accelerate CNN networks. I’m in charge of the hardware implementation 

for natural language processing. 

 

5. Benchmark Reduction Technology Research 2016 – 2017 

Supported by HUAWEI Terminal Department 

2. This project is aimed at reducing the Benchmark size in CPU testing to speed up the performance evaluation. I’m in charge of the 

instruction decoder and the instruction information collection. 

 

  SKILLS   

1. Digital-analog mixed circuit design 

I’m familiar with storage circuits and have experience on tape-out. I also can design hardware with RTL. 

 

2. Programming ability 

I have proficient programming ability and can use software languages such as C++, Python, and Matlab. 

 

3. Independent research ability 

I have a good understanding of CMOS devices, circuits, FPGAs, computer architecture, and software. 


