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Fast 3-D Thermal Simulation for Integrated
Circuits With Domain Decomposition Method
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Abstract—For accurate thermal simulation of integrated cir-
cuits (ICs), heat sink components in chip package must be consid-
ered. In this letter, techniques based on the domain decomposition
method (DDM) are presented for the 3-D thermal simulation
of nonrectangular IC thermal model including heat sink and
heat spreader. A relaxed nonoverlapping DDM algorithm is
employed to convert the problem to subproblems on rectangular
subdomains. Then, a nonconformal discretization strategy is
proposed to reduce the problem complexity with negligible error.
Numerical experiments on several 2-D and 3-D IC test cases
demonstrate that the relaxed nonoverlapping DDM is faster
than the other preconditioned conjugate gradient algorithms
with same mesh grid. The nonconformal discretization achieves
further 10x reduction of runtime and memory usage.

Index Terms—3-D thermal simulation, domain decomposition
method, integrated circuit, irregular geometric domain.

I. INTRODUCTION

The chip-level thermal analysis is indispensable for both
sign-off verification and design-time optimization of integrated
circuits (ICs) [1]. This is more important for 3-D ICs, due
to more severe challenge of heat dissipation therein. Several
thermal simulation algorithms have been proposed for chip-
level analysis, which use the geometric multigrid solver [2]
or Green’s function based fast algorithms [3]. One limitation
is that they consider the rectangular domain of die, with a
simplified boundary assumption (often the Dirichlet condition)
accounting for the effect of heat sink components. In practice,
the heat spreader and heat sink attached to the die are much
wider than IC die (Fig. 1). By approximating the whole
thermal system with a single rectangular domain, substantial
error (up to tens of degrees in temperature) may be introduced
[4], [5]. Algorithms were recently proposed for the thermal
simulation of 3-D ICs [6], [7], where the nonhomogeneous
thermal conductivity due to through silicon vias (TSVs)
was incorporated. However, only the rectangular simulation
domain was considered in them. For the realistic pyramid-
shape IC model, the algorithms would become inapplicable or
inefficient.

In [5], a preconditioned conjugate gradient (PCG) algorithm
was proposed for the realistic pyramid IC model, which takes
the solution of a larger and approximate rectangular domain
by fast Poisson solver (FPS) as the preconditioner. It is called
FPS-PCG algorithm, whose efficiency is however related to the
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Fig. 1. Pyramid-shape IC geometry for thermal simulation. (a) Side view.
(b) Details of a 3-D IC including three tiers of dies.

degree of irregularity in the realistic geometry. And, because
a uniform discretization is imposed on the larger rectangular
domain to enable the fast Poisson solver, it causes more
unknowns, and therefore more runtime and memory usage.

In this letter, we investigate the techniques based on the
domain decomposition method (DDM) for fast thermal simu-
lation of the pyramid-shape model of 2-D and 3-D ICs. We
employ the relaxed nonoverlapping DDM, which divides the
whole model into three rectangular subdomains, and enables
fast convergence. For each subdomain, fast thermal simulator,
like the FPS in [5], can be used to achieve the best efficiency. A
nonconformal discretization technique is then proposed, which
discretizes the subdomains of heat spreader and heat sink
with much coarser mesh, and thereby substantially reduces the
solution time for them. With several 2-D and 3-D IC test cases,
we demonstrate that the proposed DDM can be over 16 x faster
than other fast PCG algorithms [5], [8], [9], while using much
less memory. And, the nonconformal discretization causes neg-
ligible error and is able to capture the hot spot accurately. The
proposed method is capable of thermal simulation with very
high discretization resolution, which is favorable for 3-D IC.

Although DDM has been applied to circuit simulation
problems [10], [11], its merit has not been realized in existing
works on IC thermal simulation. The aim of this letter is to
present specific DDM techniques for the thermal simulation
of realistic IC models.

II. PRELIMINARIES

In the pyramid-shape IC model (Fig. 1), the IC region
mainly includes two parts: silicon substrate and the intercon-
nect layer. The former is made of silicon, while the latter is
filled with metal and dielectrics. Considering the percentage of
metal volume, the interconnect layer can be approximated by
a homogeneous layer with an effective thermal conductivity.
This results in a model that is composed of homogeneous
layers, which considered in this letter and is typical in most
previous works. Without loss of generality, in the following
discussion, we ignore the heat dissipation through packaging
and board, for that being a minor dissipation channel, although
it can be easily handled by the proposed methods.

The steady-state IC thermal analysis involves solving the
temperature distribution 7'(x, y, z) from the 3-D Poisson
equation

= _p(x1 Yy, Z)
(1)

where k is thermal conductivity and p(x, y, z) is the internal
heat generation density at point (x, y, z). The heat generation
is due to the device modules, or function blocks located
around the top surface of the silicon die. Equation (1) holds
for a homogeneous region. For a problem with multiple
homogeneous regions, the equation of continuous heat flux
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should be applied at the interface between two regions. The
heat flux density satisfies: g(x, y, z) = —k - VT (x, y, z), where
V is the gradient operator.

The finite volume method (FVM) is conventionally used for
the 3-D thermal simulation, where the domain is discretized
into cells and each cell is associated with a temperature [1],
[2]. Similar to simulating the steady-state electric current field
with electric resistors, we can define and calculate thermal
resistor to model the heat flow through the interface between
any two adjacent cells. The heat source resembles the current
source in electric circuit. Thus, an equivalent circuit with
resistors and current source is generated. With the nodal
analysis approach, a linear equation system

AT = f (2)
is formed, where A is a sparse symmetric positive definite
matrix, f is the vector of current sources, and T is the
temperature vector. The temperature profile can be obtained
by solving (2) with direct or iterative equation solvers [8],
[12].

There are different boundary conditions for the simulation
domain. At the bottom surface of heat sink, a convective condi-
tion should be set, which models the heat transfer mechanism
at the interface of heat sink and air

aT
k—+ h(T - Tamb) =0 (3)
on

where 7 is the out normal direction of the boundary, T, is
the ambient temperature, and % is the convective coefficient.
The partial derivative in (3) can be approximated with finite
difference formula. By defining R, = 1/(h-hy-hy), where
hy and h, are the edge sizes of the cell along the x-axis and
y-axis, respectively, we can model the effect of convective
boundary with the thermal resistors of value Rg,;. They
connect the nodes of boundary cells to a virtual node with
temperature 7T,,,. For other boundaries of the domain, the
adiabatic condition is usually assumed. It is naturally modeled
by the equivalent circuit.

An FPS algorithm for thermal analysis was presented in [5].
It is equivalent to the Green’s function based fast algorithms
[3], and is highly efficient for the rectangular IC model. The
FPS requires the uniform discretization along the x-axis and
y-axis. This gives matrix A in (2) a distinct block structure,
where each block has analytical eigen-decomposition. By
multiplying the matrix consisting of eigenvectors, the problem
is transformed for solving a series of smaller equation systems.
Using the same transformation again, we only need to solve the
linear systems with the order-n, tridiagonal coefficient matrix,
where n, is the number of grids along the z-axis. And, the
product with the eigenvector matrix can be realized with the
fast Fourier transform (FFT) algorithm without the loss of ac-
curacy. The FPS algorithm has O(nlogn) time complexity and
O(n) space complexity, where n is the number of discretized
unknowns [5].

III. DOMAIN DECOMPOSITION METHOD FOR THERMAL
SIMULATION WITH IRREGULAR GEOMETRY MODEL

In this section, we first present the nonoverlapping DDM
for the thermal simulation of pyramid-shape IC model. Then,
a nonconformal discretization technique is proposed.

A. Nonoverlapping DDM and Iterative Schemes

For the IC thermal model shown in Fig. 1, our idea is
to divide the whole domain into three rectangular subdo-
mains representing the chip, heat spreader, and heat sink,
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Fig. 2. Boundary settings in the DDM for pyramid-shape IC model.
respectively. Therefore, each subdomain can be simulated
with existing fast algorithms. There are two kinds of DDMs:
nonoverlapping DDM, and overlapping DDM (also called
the Schwarz alternating method) [13]. The overlapping DDM
includes subdomains with larger size, and thus takes more time
to solve subdomain problems. Furthermore, the overlapping
DDM usually sets the Dirichlet condition at the fictitious
boundaries of subdomains, and results in a mixture of Dirich-
let boundary and Neumann boundary on a surface of the
rectangular subdomain. This causes difficulty for certain fast
algorithms, including FPS [5]. For the above reasons, we
adopt the nonoverlapping DDM, which makes each subdomain
the smallest size. The Dirichlet and Neumann boundaries are
used alternately for two neighboring subdomains during the
iteration.

Since the volume discretization is employed, in the nonover-
lapping DDM, two neighboring subdomains share the same
layer of volume cells (see the adjacent-to-interface cells in
subdomain €2, in Fig. 2). The solution of 2, provides the
Dirichlet boundary condition for €2;. On the other hand, the
heat flow across the top surface of 2, (the downward arrows
in Fig. 2) derived from the solution of €2; constitutes the
Neumann boundary condition for €2;. A similar boundary
setting applies to the interface between €2, and €23. Note that
the Dirichlet and Neumann conditions can be regarded as a
set of voltage sources and current sources, respectively, in the
equivalent circuit model.

There are various iteration schemes for the DDM. Consid-
ering the three-subdomain problem in Fig. 2, we can have the
following calculation orders for an iteration step.

1) Top-to-bottom order: the subdomains are solved in
the order of 2;, Q,, and 23. To start with, an initial
temperatures should be assumed on the bottom surfaces
of Q; and Q.

2) Bottom-to-top order: the subdomains are solved in the
order of 23, €2, and 2. At the beginning, initial heat
flows should be assumed on the top surfaces of €2, and
Q3.

3) Middle-to-end order: the subdomain €2, is firstly
solved, and then €2; and €23 are solved. At the beginning,
initial temperatures and heat flows should be set on the
bottom and top surfaces of €2, respectively.

4) End-to-middle order: it is the inverse of the middle-to-
end order. At the beginning, the subdomain €2 is solved
with initial temperatures at the bottom surface, and 3
is solved with initial heat flows at its top surface.

5) Nested two-subdomain order: the whole domain is
divided into two subdomains. If a subdomain is of
irregular shape, it is solved recursively with the two-
subdomain DDM. At the beginning, the Dirichlet con-
ditions are assumed.

DDM with a nested two-subdomain order is usually more
reliable, and easy to converge [13]. However, it forms several
levels of loops and the subdomains in the inner loops are
solved for much more times than the out-loop subdomain.
This causes more total computing time even though the
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Algorithm 1 Relaxed Nonoverlapping DDM With Top-to-Bottom
Order for the Thermal Simulation of Pyramid-Shape IC Model

1. Discretize the subdomains of IC (£21), heat spreader (£2;)
and heat sink (£23) separately;

2. Assign the initial temperature T‘% at the bottom of 2
and the initial temperature T v> at the bottom of €2;;

3. Set the relaxation factor w ; i:=0;
4. Repeat
5. Solve the temperature profile of rectangular subdo-

main €2, considering the boundary value T (",)l at the
bottom boundary; _
6.  Calculate heat flow q(fll) across the top surface of 2,;
7. Solve the temperature profile of rectangular subdo-
main €2, considering the boundary value T(‘ﬁ)z on
bottom boundary and q(’“) on top surface;

8. Calculate heat flow qu across the top surface of Q3;
9.  Solve the temperature profile of rectangular subdo-
main €23, considering the boundary value q(”]) on

top surface;
10.  Suppose the calculated temperature at the bottom

boundary of Q; is T(Hl), T =1 + (T(‘Z,JI]) -
(l)
vi)i
11. Suppose the calculated temperature at the bottom
boundary of €, is T(‘I,;l), T(Hl). (l) (T(JEI) -
Ty));
12. ii=i+1;

13. Until the stopping criterion is met.

outer-loop iteration number may be decreased. In contrast,
with the other orders every subdomain is solved for the same
number of times. Our experiments reveal that the nested two-
subdomain order has no advantage over the other orders, with
the longest runtime. So, below we only consider the first four
orders for the DDM iteration.

The convergence rate of DDM can be accelerated by the
relaxed iterative scheme. Suppose the temperature at the top

surface of €2, got by solving €, is T Vll) The relaxed iterative
scheme calculates the value for the (i + 1)th iteration step with

T‘(/i;rl)_ (t)+ (T(l+1) (1)) 4)

where w is a relaxation factor, and superscript (7) indicates the
quantities in the ith iteration step. The value of @ can be cho-
sen in [0, 1], but its optimal value may vary. Algorithm 1 de-
scribes the relaxed DDM with the top-to-bottom order scheme
for the thermal simulation of the pyramid-shaped IC model.

In Algorithm 1, the stopping criterion should evaluate the
difference of nonrelaxed quantities, like T (‘I,TI) - T(‘?l, to remove
the influence of w on convergence. Algorithms of the DDMs
with other iteration orders can be similarly derived.

B. Nonconformal Discretization and Discussion

Since the subdomains are solved separately in DDM, we
can impose nonconformal discretization grids on different
subdomains. It is based on the observation that the temperature
of heat sink and heat spreader is of less importance than
that of IC. Moreover, due to the absence of heat source, the
temperature varies more smoothly in the two subdomains.
Therefore, much coarser grid can be used in them. In practice,
we set the discretization step sizes along the x-axis and y-axis
for the heat spreader to be several times larger than those
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Fig. 3. (a) Side view and (b) top view of subdomain interface with noncon-
formal discretization grids (arrows represent heat flow).

for the IC region, and the step sizes for the heat sink several
times larger than those for the heat spreader. In the DDM
with nonconformal discretization grids, a linear interpolation
technique is used to convert the values of temperature and heat
flow across the interface of subdomains (Fig. 3). Take the kth
grid cell in €2, as an example; it overlaps several cells in €.
We convert the heat flow into cells in €2; to the heat flow into
cell k. Suppose cell k contains the cells in €2; with numbers
form a set S., while the cells in €2; intersecting cell k has
numbers in set S; [Fig. 3(b)]. Then, the converted heat flow
can be calculated as

CIIVI,k=ZQVLj+Z”j'CIV1,j )

JES: JESi

where gy ; is the heat flow into cell j in €y, and r; denotes
the percentage of the cell j’s area that falls in cell £ of €.
Similar formula is used to convert the temperature from cells
in £, to cells in €. With the nonconformal discretization
scheme, the number of unknowns in the heat spreader and
heat sink will be substantially reduced, even to a number
less than that in the IC region. Thus, for the high-resolution
thermal simulation of IC, the computing expense for each
iteration step of DDM becomes mainly dependent on the
number of unknowns in IC region.

The initial value of the DDM iteration may affect the
convergence rate of DDM. Our choice is to set the ambient
temperature as the initial value of temperature. The initial
heat flow that is needed for some DDM iteration schemes can
be set to a constant with a reasonable order of magnitude.
Our experiments show that the convergence rate of DDM is
little affected by the detailed values in these initial conditions.
Another approach is to set initial condition by the solution
obtained through solving the whole domain with a coarse
discretization grid. However, this results in an overhead in
computational time. Except for the problem with very dense
discretization, this strategy cannot be beneficial to the total
computational time.

If each subdomain is solved with FPS, we can compare
the DDM with the FPS-PCG algorithm [5]. The major com-
putation of each DDM iteration step is solving the three
subdomains with FPS. On the contrary, FPS-PCG solves the
whole domain (actually a larger and modified domain) with
FPS in each iteration step of PCG. So, the computational
expense of DDM is cheaper for each iteration. If the number
of iterations in DDM is not larger than that in FPS-PCG, the
former will be more efficient than the latter. As for the space
complexity, the DDM is bounded by the unknowns for the
largest subdomain. For FPS-PCG, the major memory cost is
for storing several vectors with the same size as the unknowns
in the whole domain. So, the DDM has lower space complexity
than FPS-PCG and is able to simulate larger problem with the
same memory footprint.
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TABLE I
THICKNESS AND MATERIAL PARAMETERS
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TABLE II
COMPARISON OF MATLAB “\,” ICT-PCG, AMG-PCG, AND DDM

Thickness of Case | |Case 2| Thermal conductivity _'I_'hcrm_al cunduc-_
(um) | (pm) (W/(K-cm)) tivity of memory die|
Interconnect layer| 10 50 0.3 in Case 3
Silicon substrate | 480 450 1.25 1.8 W/(K-cm)
Thermal interface| 200 200 0.3 Heat convective
Heat spreader | 1500 | 1500 3.95 coefficient i
Heat sink 5000 | 5000 3.95 8700 W/(K-m“)

IV. NUMERICAL RESULTS

To validate the efficiency of the proposed DDM techniques,
three chip structures with different power profiles are tested
on the following.

1) Case 1: A 2-D chip imitating the POWER6 micro-
processor [14]. The transverse dimensions of the die,
spreader, and sink are 1.6 cm x 2cm, 3 cm x 3 cm, and
7cm x 7cm, respectively. The thickness and material
parameters are listed in Table I. The power map is
similar to that in [5], with total power of 175 W.

2) Case 2: A four-core 2-D chip artificially generated,
which is the Testcase no. 2 in [5]. Except that the die is
of 1cm x 1 cm, the transverse dimensions are the same
as Case 1. The thickness and material parameters are
listed in Table I. The power map (totally 176 W) models
a scenario with one core idle, one core with peak load,
and two others with median loads.

3) Case 3: A high-performance 3-D chip with three device
dies. The processor die closest to heat sink is the same
as that in Case 1. The other two dies are thinned static
random-access memory (SRAM), with power of 10.6 W
each, and similar power density and profile as [15]. The
memory die uses thinned silicon with 50 um thickness.

The DDM algorithms have been implemented in a MAT-
LAB program ddmThermal, which invokes FPS coded in C.
The fastest Fourier transform in the West (FFTW) [16] is
used in the FPS to perform FFT. The problems of thermal
simulation (2) are also solved with the MATLAB “\” operator
[12], the PCG with incomplete Cholesky factorization with
drop tolerance (ICT-PCG) [8], and PowerRush with the alge-
braic multigrid PCG (AMG-PCG) algorithm [9]. For all DDM

iteration schemes, HT(\?I — T(é]l)) <2 x 107 is set as the
convergence criterion. This guarantees same result accuracy as
the iterative equation solvers.

All experiments are carried out with serial computing on a

PC with 2.70 GHz dual-core Pentium CPU, 6-GB memory.

A. Experiments With Conformal Discretization Grids

In this subsection, the results regarding the conformal dis-
cretization grids among all subdomains are presented. We first
test different DDM iteration orders. The number of iterations
ranges from 10 to 12 for various iteration orders and cases.
Usually, the top-to-bottom DDM order has the fewest iteration
steps. We then test the influence of the relaxation factor w. We
find out that the number of iteration varies between 8 and 13.
As far as is known, there is no rule about how to choose the
best w. So, we simply use w=0.9 and the top-to-bottom order
(Algorithm 1) in the following experiments.

For each case, with different resolution of discretization, we
obtained multiple equation systems (2). For each of them, the
DDM algorithm and other equation solvers are used to perform
thermal simulation. In Table II, the computational results of

Matrixl n e I(T'I.'-E’CG .r\..MG-PCG _ DDM

lime(s) lter. [Time(s) lter. | Time(s)] Mem. |Time(s)| Mem.
MI-1|1.45e5] 354 | 75| 16.7 | 16| 1.15 | 14MB | 1.20 | <8MB
MI-2[1.51e5] 389 | 75| 16.8 | 13| 1.01 | 33MB | 1.28 | <8MB
MI-33.42e5[ 3315 |110] 43.1 | 14| 2.63 | 72MB | 248 | <8MB
M1-4[5.4Te6| -- - -- 15| 51.1 [ 1.1GB | 32.3 80MB
MI-5|1.51e7| -- - - 14| 142.6 | 3.0GB | 90.7 | 218MB
M1-6|3.42¢7| -- - - - - - 207.2 | 494MB
M2-1[8.97e4| 184 |66 | 6.88 [ 12| 0.52 | 14MB | 0.82 |<10MB
M2-2 |1.40e5] 43.4 |78 | 16.7 | 12| 0.89 |3IMB | 1.13 |<I10MB
M3-3 |3.59e5] 359.3 |103]204.9 | 12 | 2.68 | 7T8MB | 2.21 |<I10MB
M2-4 |3.5]e6| -- - - 12 | 26.63 |718MB| 20.5 55MB
M2-5|1.40e7| -- - - 13 124.6 | 2.8GB | 80.1 | 217MB
M2-6 |3.31e7| -- - -- - - - 185.2 | 493MB
M3-1[1.50e5| 39.6 | 77| 168 | 13| 1.08 | ISMB | 1.28 | <8MB
M3-2 |1.55¢5] 40.8 | 77 | 16.9 | 13| 1.11 |37MB | 1.32 | <8MB
M3-3 |3.46e5| 493.4 |112] 33.3 | 14| 2.81 | 78MB | 2.61 < 8§MB
M3-4 |5.54e6| -- - -- 14| 49.1 [ 1.1GB | 33.5 80MB
M3-5[1.55¢7| - - - 15 160.8 | 3.1GB | 92.4 | 218MB
M3-6 |3.46e7| -- - -- - - - 209.1 | 494MB
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Fig. 4. On-chip profiles of temperature rise. (a) Case 1. (b) Case 2.

six equations per test case are listed. For larger matrices, the
results of MATLAB “\,” ICT-PCG, and AMG-PCG are not
available, due to over 12 hours runtime or memory limitation.
For the cases, the DDM converges with eight or nine steps.
From the table, we can see that the DDM is much faster than
ICT-PCG, and about 1.6x faster than AMG-PCG for large
cases. The memory usage of DDM is only 1/10 of that by
AMG-PCG. Compared with the results of the direct solver
MATLAB *\,” the maximum and average errors of DDM on
the chip temperature are 0.003 °C and 0.002 °C, respectively,
for Case 1. And, the errors are also less than 0.01 °C for the
other cases. Although there are more variables in the IC region
of Case 3, the memory cost of DDM is the same as for Case 1.
The reason is that the largest subdomain is the heat sink due
to the conformal discretization.

Fig. 4 shows the chip temperature profiles for Cases 1 and 2.
The results are obtained from the finest resolution in Table 11,
both with the step size of 100 um along the x-axis and y-axis.
The maximum rise in temperature are 41.9 °C and 61.1°C,
respectively. For Case 3, the maximum temperature rise is
42.5°C. Cases 2 and 3 have higher temperature than Case 1,
because they have larger power density. Since Case 2 is the
same as Testcase No. 2 in [5], we can compare the runtimes
of DDM, AMG-PCG, and FPS-PCG. The trend curves in
Fig. 5 reveal that the DDM is over 2x faster than FPS-PCG.

B. Experiments With Nonconformal Discretization Grids

With the nonconformal discretization technique, the runtime
of DDM can be accelerated further. We set the step size for
the heat spreader to be 2.5x of that for IC, and the step
size for the heat sink 4x of that for heat spreader. Using
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TABLE III
COMPARISON OF DDMS WITH CONFORMAL AND NONCONFORMAL GRIDS

Matrix Conformal grid Non-conformal grid
¢ n | Time(s)|Tmu(°C n | Time(s)| Tl *CErtmas “C)|Speedup)
MI-4]5.47e6| 32.3 | 61.89 |5.73e5| 3.86 | 61.90 0.11 8.4
MI-5[1.51e7| 90.7 | 61.97 [1.65e6] 8.98 | 61.95 0.03 10.1
MI1-63.42e7| 203.2 | 61.88 [1.99e6| 11.2 | 61.85 0.04 18
MI-10{5.41e7| 310.1 | 61.85 |3.22e6| 18.5 | 61.84 0.02 17
120 A
1o
100 o
gw A .
gt 4 :
Ee’ﬂ =
50 — %
Ll S =FPS-PCG
z ,‘ ; ; i & AMG-PCG
0 L *DDM

1.0F+04 3.0E:+06 6.0E+06 0.06+06 1. 2E+07 1.SE+07
number of unknowns ()

Fig. 5. Runtime of FPS-PCG, AMG-PCG, and DDM for Case 2.

1
202530354045 50 556065
Wsp (cm)

Fig. 6. Trends of maximum temperature rise in Case 3, with varied sizes of
heat spreader (Wyp) and heat sink (Wyy).

Case 1 with different discretization resolutions, we compare
the nonconformal grid and the conformal grid in Table III.
In addition to several matrices from Table II, a larger matrix
M1-10 is also tested. In Table III, T,,,x means the maximum
temperature rise, and Erry,,x means the maximum error of node
temperatures in the IC region induced by the nonconformal
discretization. We see that the error of temperature is within
0.13°C (i.e., 0.3%) for all nodes, and within 0.02 °C for the
hot spot. It is also found out that with the nonconformal
discretization the hot spot is accurately located.

From Table III, it is revealed that the nonconformal dis-
cretization brings about 10x speedup to the DDM-based
thermal simulation. Note that the nonconformal discretization
hardly affects the convergence rate of DDM; for these cases,
the DDM always converges in eight iteration steps.

As for the memory usage, the DDM with nonconformal
grid consumes 6.3 MB, 24 MB, 24 MB, and 37 MB memory
for the four matrices. Compared with Table II, more than
10x reduction is observed. Similar speedup brought by the
nonconformal discretization can be observed with the other
test cases. And, the induced temperature error in the IC
region is within 0.5%. Therefore, with negligible error the
proposed DDM algorithm is able to achieve 16 x speedup and
100x memory reduction, as compared with the AMG-PCG
method.

With the nonconformal DDM techniques, high-resolution
thermal simulation can be performed easily. For example, we
have made a fine-granularity mesh on Case 3 and simulated
it with the proposed DDM solver, where 1.05 x 107 unknown
nodes are included in the IC region. The nonconformal DDM
solver costs only 72s (in nine iteration steps) and 194 MB
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memory. We also change the widths of heat spreader and
heat sink in Case 3, and study the trends of the maximum
temperature rise with varied sizes of heat spreader and sink.
The results are plotted in Fig. 6. For the total 24 configurations,
the simulation procedure costs only 7 minutes.

V. CONCLUSION

In this letter, the DDM techniques are presented for
the thermal simulation with chip, heat spreader, and heat
sink regions. Suitably set with subdomain boundaries and
iteration schemes, the relaxed DDM algorithm converges
quickly. For only the temperature in chip region desired,
a nonconformal discretization strategy with interpolation at
subdomain interface is proposed to reduce the number of
unknowns in heat sink components, which achieves about
10x speedup with only 0.5% or less temperature error. Ex-
periments with test cases of 2-D and 3-D ICs demonstrate
the advantages of the proposed DDM algorithm over the
FPS-PCG [5] and AMG-PCG [9] algorithms, and its effi-
ciency for the thermal simulation with very high discretization
resolution.
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