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Abstract—In this paper, we investigate thermal via (T-via) plan-
ning during three-dimensional (3-D) floorplanning. First, we con-
sider the temperature constrained T-via planning (TVP) problem
on a given 3-D floorplan. Second, we integrate dynamic TVP into
3-D floorplanning process. Our main contribution and results can
be summarized as follows. We solve the temperature constrained
TVP problem by solving a sequence of simplified interlayer and
intralayer TVP subproblems. Each subproblem is formulated as
convex programming problem and we derive nearly optimal solu-
tion for detailed T-via distribution. Based on the TVP solution, we
implement the integrated TVP and 3-D floorplanning algorithm
in a two-stage approach. Before floorplanning, blocks are assigned
into different layers by solving a sequence of knapsack problems.
During floorplanning, T-vias are allocated with white space redis-
tribution to optimize T-via insertion. Experimental results show
that our TVP approach can reduce T-vias by 12% compared with
a recent published work (J. Cong and Y. Zhang, “Thermal via
planning for 3-D ICs,” in Proc. Int. Conf. Comput.-Aided Des.,
Nov. 2005, pp.745–752). Compared with the postfloorplanning
optimization approach, integrating TVP into floorplanning pro-
cess can reduce T-vias by 16% with 21% runtime overhead.

Index Terms—Floorplanning, optimization, thermal, very large
scale integration (VLSI).

I. INTRODUCTION

W ITH THE exponential growth of circuit complexities,
the system complexity continues to increase and phys-

ical design is getting more and more difficult. Cycle time
optimization has become one of the most important issues in the
design of highly integrated circuits. As three-dimensional (3-D)
technology can promise higher integration density, lower in-
terconnection complexity, and delay, it is being viewed as
a potential alternative that cannot only alleviate interconnect
delay problem, increase transistor packing density and reduce
chip area significantly, but also inspire a new generation of
circuit design concepts [1], [2]. Despite its advantages over
traditional two-dimensional (2-D) ICs, the heat dissipation has
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Fig. 1. T-via in 3-D IC stack.

become an extremely important issue in 3-D IC design [3]. The
thermal effects are expected to be exacerbated by the reduction
in chip size, resulting in a sharp increase in the power density.
Moreover, the heat is typically conducted through the silicon
substrate to the package, and then to the ambient by a heat sink.
With multiple device layer designs, devices in the upper stack
will cause a significant fraction of the heat, which can cause
great degradation in device performance and reduction in chip
reliability.

There is scattered literature on thermal optimization during
different physical design stages including 3-D floorplanning
[4], [5], 3-D placement [8]–[11], [31], and routing [12], [14],
[15]. However, even with a complicated thermal-oriented algo-
rithm to improve heat resource distribution in 3-D integration,
the maximal temperature is still much higher than that of 2-D
design due to low thermal conductivity between different device
layers [5], [9]. Therefore, advancement in cooling and pack-
aging technologies is necessary to maintain acceptable chip
temperatures. One effective way of reducing circuit temperature
is to incorporate “dummy thermal vias” into 3-D ICs to mitigate
thermal issues by lowering the thermal resistance between
different device layers [16], [17]. These thermal vias are drilled
through device layers as additional electrically insulated vias
besides the through-the-silicon signal vias as shown in Fig. 1.
Thermal vias exist only for temperature reduction and have no
connection to metal signal wires.

Under current technology, thermal vias (T-vias) are costly
to fabricate. On the other hand, through-the-silicon T-via pitch
is usually much larger than that of regular metal wires. They
are generally obstacles for routing and large amount of T-vias
would lead to serious congestion problem in 3-D ICs. There-
fore, T-via planning (TVP) algorithms are needed to minimize
the total number of inserted T-vias while placing them in hot
areas to make the greatest impact. Previous work [13], [14]
formulate and solve the TVP problem as a postplacement
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optimization stage for further improving the thermal distribu-
tion based on thermal-driven floorplanning/placement results.
In [13], T-vias are modeled to be arranged in specific T-via
regions and used to adjust their effective thermal conductivities.
The T-via distribution is determined based on explicit thermal
profiling and the T-via placement method makes iterative ad-
justments to T-via distribution in order to achieve a desired
maximum temperature objective.

In [14], the temperature constrained TVP problem is formu-
lated as a constrained nonlinear programming problem (NLP)
based on the resistive thermal model. An efficient heuris-
tic method multilevel alternating direction via planning (m-
ADVP) is developed to solve the constrained NLP problem
by solving a sequence of simplified interlayer and intralayer
TVP subproblems. The interlayer TVP is formulated as a
constrained convex programming problem (CP) and the au-
thors derive an analytical solution for the constrained CP
problem. The intralayer TVP is based on heat propagation
technique and their method also makes iterative adjustments to
T-via distribution. It is shown that their algorithm is much
faster than the direct solution to the constrained NLP problem.
Moreover, the maximal temperature can be brought down to
desired threshold by iterative T-via distribution adjustment and
heat flow analysis process.

These TVP results may be greatly affected by original floor-
planning and placement results. For example, T-vias should be
inserted at the white spaces between macroblocks so that heat
generated by these blocks could flow to the neighboring white
spaces and through T-vias to the bottom layer. Generally, the
hot areas are occupied by compactly placed blocks so it is
difficult to get enough white space at desired regions that T-vias
should be inserted. The maximal temperature may not be
brought down to desired threshold with T-via insertion on
initial floorplanning result. The floorplan may need to be
modified to fit T-via insertion, which would cause degrada-
tion on overall packing area and total wirelength. Therefore,
integrating TVP with thermal driven floorplanning algorithms
are beneficial for both T-via insertion and floorplanning solu-
tion quality.

However, previous TVP algorithms determine T-via distrib-
ution based on explicitly thermal profiling result [13] or com-
plicated heat propagation analysis iterations [14]. Integrating
these algorithms into 3-D floorplanning process is too time
consuming. On the other hand, experimental results show that
the simulated annealing (SA) process for thermal-oriented 3-D
floorplanning is not stable enough, especially when we take the
T-via effect into consideration. Integrating these complicated
TVP approaches into the SA process would seriously affect the
convergence speed.

In this paper, we investigate TVP phase during 3-D floorplan-
ning. First, we derive a nearly optimal analytical solution for
detailed T-via distribution on a given 3-D foorplanning result.
Similar to [14], the temperature-constrained TVP problem is
transformed into a sequence of simplified interlayer and in-
tralayer TVP subproblems. 1) The interlayer TVP subproblem
is formulated as a CP and we derive the solution for ideal
interlayer T-via distribution. 2) With the heat flow analysis
technique, the intralayer TVP subproblem is formulated as

a NLP with maximal thermal gradient constraints. Then, it
is transformed into a simplified CP and we derive a nearly
optimal solution for this problem. With our method, detailed
T-via distribution can be determined without explicit tempera-
ture profiling.

Based on the analytical solution, we integrate dynamic TVP
into thermal-oriented 3-D floorplanning process. The integrated
3-D floorplanning and TVP (3-DFP-TVP) algorithm is imple-
mented in a two-stage approach. Before floorplanning, blocks
are assigned to different device layers. Then, floorplans of all
these layers are generated in a SA process. The new two-stage
3-DFP-TVP approach scales down the much enlarged solution
space due to multiple device layer structure. It not only results
in a much faster convergence speed and lower design complex-
ity, but also interacts well with our TVP approach. 1) Based
on the analytical solution for interlayer T-via distribution, the
interlayer partition of blocks to minimize total number of T-vias
can be determined by solving a sequence of simplified knapsack
problems. 2) During floorplanning, detailed T-via distribution
is determined with above intralayer TVP method. White space
redistribution method is applied to further improve T-via inser-
tion without sacrifice on packing area.

The rest of this paper is organized as follows: Section II
describes the problem formulations for the TVP and 3-D floor-
planning problems. Section III introduces the resistive thermal
model and effect of T-vias. The temperature-constrained TVP
problem is formulated and solved in Section IV. Section V
presents the integrated TVP and 3-D floorplanning algorithm.
Experimental results are reported and compared in Section VI.
Section VII is the conclusion.

II. PROBLEM FORMULATION

Given a set of rectangular blocks B = {B1, B2, . . . , Bn},
each rectangular block Bi is defined by a tuple (hi, wi), where
hi and wi are the height and the width of Bi, respectively.
Assume the total number of stacked layer is k. Let (xi, yi, li)
denote the coordinate of the left lower corner of the rectangle
Bi, where 1 ≤ li ≤ k, li ∈ N . A 3-D floorplan F is an assign-
ment of (xi, yi, li) for each Bi such that no two blocks overlap,
while white spaces are reserved between blocks for interlayer
interconnects and T-via insertion. T-vias are arranged in the
white space between blocks.

In this paper, two different schemes for TVP problem are
investigated. In the first scheme, we formulate and solve the
temperature-constrained TVP problem. Given a 3-D floorplan
and a maximal temperature threshold, we determine desired
T-via distribution to satisfy the maximal temperature constraint.
For reasons related to fabrication cost and limited routing re-
sources, the total number of inserted T-vias are to be minimized.
The TVP problem is addressed in Section IV.

In the second scheme, we integrate TVP with 3-D floor-
planning. T-via distribution is dynamically updated during
floorplanning process. The goal of a thermal-oriented 3-D
floorplanning with TVP algorithm is to minimize the total
number of T-vias, chip area, and total wirelength with the
constraint of a given maximal temperature. This problem is
addressed in Section V.
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Fig. 2. Compact resistive thermal model. (a) Tile stack array. (b) Single tile
stack. (c) Resistance.

III. T-VIA MODELING

To determine T-via distribution for thermal optimization,
thermal analysis is needed to calculate temperature distribution.
In the following sections, we will introduce the resistive thermal
model and T-via impact model.

A. Resistive Thermal Model

Generally, on-chip temperature distribution can be calculated
by numerical thermal model such as finite-difference method
(FDM) [22], [23] and finite-element analysis [8]. Due to the
large problem size in very-large-scale-integration systems,
some modification and simplification, such as multigrids com-
putation [24] and analytical Green function method [25] are
proposed to avoid heavy computational load of such precise
models.

In this paper, we use a recently proposed resistive thermal
model for thermal profiling [20], which can explicitly model the
impact of T-vias. The 3-D circuit stack is divided by a 2-D array
of tile stacks as shown in Fig. 2(a). Each tile stack is composed
of several vertically stacked tiles, one from each device layer
as shown in Fig. 2(b). These tile stacks are connected by
normalized lateral thermal resistances RLateral. Within each
tile stack, a thermal resistor Ri is modeled for the ith device
layer, while thermal resistance of the bottom layer and silicon
substrate is modeled as Rb as shown in Fig. 2(c). RLateral and
Rb are fixed resistances decided by the technology parameters
and the size of tiles. Ri is variable resistance that will be
affected by the density of T-vias inside that tile.

For boundary conditions, the four sides and top of the 3-D
chip are treated as adiabatic, since the chip is usually packaged
in thermal insulated materials. The bottom side is isother-
mal of constant room temperature. In the resistive thermal
model, the values of thermal resistances are calculated by
accurate finite-element-analysis (FEA)-based simulation. This
was accomplished by solving the resistive network utilizing
known temperature values obtained from thermal simulations
conducted and minimizing the error squared values [21]. When
applying this model for TVP during 3-D floorplanning, thermal
resistance values can be estimated before routing since there are
only a few block-level global nets and routing these nets have a
little impact on the thermal distribution. In our implementation,
we assume that these nets are distributed uniformly in the chip
area and calculate the thermal resistances.

The temperature at each node of the network is analogous
to the voltage on the node and the power density value at

Fig. 3. T-via density and thermal conductivity.

each node is treated as a current source. Given the positions of
macroblocks and T-vias, the linear system of thermal resistive
network can be solved by a linear solver.

B. T-via Modeling

In this paper, we use the same T-via modeling as [14]. As
shown in Fig. 3, T-via can go through multiple device layers or
go between adjacent layers if it is not overlapped with blocks.
The T-via density in the ith layer is given by the following
equation:

mi = niAvia/S

where ni is the total number of T-vias in the ith layer. Avia is
the cross-sectional area of each T-via. S is the packing area of
stacked layers.

The relation between T-via density and the effective vertical
thermal conductivity of each layer and interlayer is given by

Ki1 =miKvia + (1 − mi)Klayer

Ki2 =miKvia + (1 − mi)Kinterlayer (1)

where Kvia is the thermal conductivity of the via material,
Klayer is the thermal conductivity of each layer without any
T-vias, and Kinterlayer is the thermal conductivity of each
interlayer without any T-vias as shown in Fig. 3.

With the duality between heat transfer and electrical current
flow, any thermal resistance can be regarded as an electrical
conductor. The relations between thermal resistance R and
thermal conductivity K can be expressed as [3]

R =
α

K
× l

s
(2)

where l and s are the length and cross-sectional area of the
thermal conductor. α is a scaling factor and it is inversely
proportional to the density of heat resources. If the whole chip
area is occupied by heat resources α = 1.

Using (2), the thermal resistance between the ith layer and
the i − 1th layer is modeled as the series thermal resistances of
the ith layer and interlayer

Ri =
α

Ki1
× Llayer

S
+

α

Ki2
× Linterlayer

S
(3)

where Llayer and Linterlayer are the thickness of each layer
and interlayer, respectively. It is shown that Ri is inversely
proportional to the T-via density inside each layer.
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TABLE I
SIMULATION RESULTS. THE LAYER THICKNESS IS SET TO BE 20 µm. THE

LAYER THICKNESS IS SET TO BE 2 µm. THE THERMAL CONDUCTIVITIES

OF LAYER AND INTERLAYER ARE SET TO BE 119 AND 1.1 W/mC,
RESPECTIVELY. THE FOUR SIDES AND TOP OF THE

TILE STACKS ARE TREATED AS ADIABATIC

We use a detailed FDM simulator [22] to validate the ana-
lytical model for thermal resistance calculation. Heat resources
are placed on the ith layer randomly and they occupy 80% chip
area. We calculate the temperature rise on the ith layer and the
i − 1th layer with the FDM simulator. Based on the simula-
tion results, the effective thermal resistance of adjacent layer
should be

Ri =
Ti − Ti−1

Pi

where Ti is the temperature on the ith layer. Pi is the total power
consumption on the ith layer. Table I shows the results com-
pared with predicted thermal resistances calculated with (3).
It is shown that the predicted resistance by the analytical model
is indistinguishable from the FDM simulation results.

IV. T-VIA PLANNING (TVP)

Given a 3-D floorplan and a maximal temperature thresh-
old, T0, the temperature constrained TVP problem could be
expressed as

min
k∑

i=2

mi

s.t. max(T1,max, T2,max, . . . , Tk,max) ≤ T0

where Ti,max is the maximal temperature on the ith layer. As
shown in [14], this problem is a constrained NLP problem.
In order to efficiently solve the T-via number minimization
problem, the authors propose a two-step relaxation for the
original problem: Interlayer TVP distributes T-vias to different
layers and Intralayer TVP distributes T-vias inside each layer.
Experimental results show that their algorithm is much faster
than the direct solution to the NLP formulation for via plan-
ning with very similar solution quality. Below, we apply this
two-step relaxation to the TVP problem and derive analytical
solutions for these subproblems.

A. Interlayer TVP

To determine interlayer T-via distribution, we assume that
the temperature distribution and T-via distribution inside each

device layer are uniform. With the analytical temperature model
in [3], the temperature of the ith layer can be calculated as

Ti = Rb

k∑
j=1

Pj +
i∑

l=2


Rl

k∑
j=l

Pj


+ Tamb (4)

where Tamb is the ambient temperature. This equation indi-
cates that the top layer would have the maximal temperature.
With (1), (3), and (4), the temperature constrained vertical TVP
problem is formulated as

min
k∑

i=2

mi

s.t. (a) 0 ≤ mi ≤ Ci

(b)max(T1, . . . , Tk) = Tk ≤ T0

Tk =
k∑

i=2


( θlayer

1+λlayermi
+

θinterlayer

1+λinterlayermi

) k∑
j=i

Pj




+ Rb

k∑
j=1

Pj + Tamb,

λlayer =
Kvia − Klayer

Klayer
; θlayer =

αLlayer

KlayerS
;

λinterlayer =
Kvia − Kinterlayer

Kinterlayer
;

θinterlayer =
αLinterlayer

KinterlayerS

where Ci is the T-via capacity of the ith layer. Constraints (a)
specify the maximal amount of T-vias assigned to each layer.
As T-vias are to be inserted to white space in a floorplan,
there must be an upper bound for T-via capacity in practical
IC design. In our algorithm, we ignore the range constraint to
make the problem easier to solve. Experimental results show
that resulting mi is within the range since in most case the range
is fairly loose [14].

However, it is inefficient to solve this NLP directly when
considering constraint (b). Note that the coefficients of the
variables have symmetric forms. To accelerate the computation,
we treat the layer and the interlayer as a unity. It has an average
thermal conductivity Kavg and its thickness is the sum of
the thicknesses of layer and interlayer. The value of Kavg is
related to the thickness and thermal conductivity of layer and
interlayer materials. With the simplified model, the temperature
constrained vertical TVP problem can be rewritten as

min
k∑

i=2

mi

s.t.
k∑

i=2


 θ

1 + λmi

k∑
j=i

Pj


+ Rb

k∑
j=1

Pj + Tamb ≤ T0,

λ =
Kvia − Kavg

Kavg
; θ =

α(Llayer + Linterlayer)
KavgS

.

(5)
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The LHS of above constraint is a function of T-via density
inside each layer. Let

F (m2, . . . ,mk) =
k∑

i=2


 θ

1 + λmi

k∑
j=i

Pj


 .

Lemma 1: Function F is convex on the interval [0, 1].
Proof: The partial derivative of F is

∂F

∂mi
= −

k∑
j=i

Pj × θλ

(1 + λmi)2
.

The second derivative of F is

∇2F (m2, . . . ,mk)=




λ2θ
(1+λm2)3

k∑
j=2

Pj · · · 0

... · · · ...

0 · · · λ2θ
(1+λmk)3

k∑
j=k

Pj


 .

It is shown that ∇2F is positive definite, so F is a convex
function.

This NLP in (5) is a CP. It can be solved directly with the
Karush–Kuhn–Tucker (KKT) optimal condition. Let

f =
k∑

i=2

mi+µ


∆T−

k∑
i=2


 θ

1 + λmi

k∑
j=i

Pj






where ∆T =T0 − Tamb − Rb

k∑
j=1

Pj .

The KKT optimal condition requires

∂f/∂mi = 0, 2 ≤ i ≤ k.

By solving the above equations, we derive the analytical
solution for this problem

m2 =




θ
√

Q2

k∑
i=2

√
Qi

T0 − Tamb − RbQ1
− 1



/

λ

1 + λmi : 1 + λmi−1 =
√

Qi :
√

Qi−1, 3 ≤ i ≤ k

where Qi =
k∑

l=i

Pl. (6)

These equations determine the optimal interlayer T-via distri-
bution only if the temperature distribution inside each layer is
uniform, which results in uniform intralayer T-via distribution.
It is too difficult to generate such a temperature distribution
so this solution could not be applied to determine the detailed
T-via distribution. However, (6) determines the desired T-via
densities on each layer to satisfy the maximal temperature
constraint. After determining the T-via densities on each layer,
the desired maximal temperature on the ith layer with T-via

insertion, Ti,max, could be calculated by (4). The detailed
T-via distributions inside each layer should result in temper-
ature distributions to satisfy this constraint. In the following
section, we address on this problem and propose an efficient
approach to determine intralayer via distribution.

B. Intralayer TVP

As T-vias are used for better thermal conductivity between
different device layers, optimizing the maximal on-chip tem-
perature could be replaced by minimizing the maximal thermal
gradient between adjacent device layers. The desired maximal
vertical thermal gradient between the ith layer and the i − 1th
layer could be expressed as

∆Ti = Ti,max − Ti−1,max.

The vertical thermal gradients of tiles on the ith layer should
be upper bounded by the maximal thermal gradient. The verti-
cal thermal gradient in tile tik can be expressed as

∆Tik = IikRik (7)

where Iik is the vertical heat flow from the ith layer to the
i − 1th layer inside tik. Rik is the vertical thermal resistance
inside tik. With the T-via modeling introduced in Section III-B,
the relationship between T-via density inside tik and Rik is
given by

Rik =
α(Llayer + Linterlayer)/At

mikKvia + (1 − mik)Kavg
(8)

where At is the area of each tile. The vertical heat flow Iik can
be calculated by the resistive thermal model, which is compu-
tationally expensive since the value of Iik needs to be updated
frequently to capture the effect by different T-via distributions.
Here, we use a simple way as [14] to calculate Iik by

Iik =
∑

j

Hijk

where Hijk is the heat flow from tile tij on the ith layer to
tile ti−1,k on the i − 1th layer. It is inversely proportional to
the thermal resistance between these two tiles. The thermal
resistance of this path could be calculated adding the resistance
on the path together

Rijk = Rik + Rhljk (9)

where Rh is the horizontal thermal resistance between two
adjacent tiles. ljk is the horizontal Euclidean distance between
tij and tik.

In the resistive network, there are many heat dissipating paths
from a tile tij to the tiles at the i − 1th layer. Specially, there
are multiple paths connecting tile tij and ti−1,k. It is difficult to
calculate the effective thermal resistance between them. In [14],
it is found that to consider all these paths would not improve
the final results significantly since most of the heat generated
by tile tij flows horizontally to its neighboring tiles then to the
i − 1th layer. In our implementation, we use a simple heuristic
method to solve the problem. The thermal resistance calculation
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in (9) only considers one heat flow path: horizontally from tile
tij to tile tik, then vertically from tile tik to ti−1,k. Experimental
results of both [14] and our algorithm show that this heuristic
method had only a little impact on solution quality.

Thus, the heat flow between two tiles can be calculated by

Hijk = (Pij + Ii+1,j)
1

Rijk

/∑
l

1
Rijl

where Pij is the heat flow generated by the heat resource in
tile tij . Ii+1,j is the vertical heat flow from i + 1th layer and
ith layer.

Using (7)–(9), the intralayer TVP problem on the ith layer
could be expressed as

min
N∑

k=1

mik

s.t. (a) Rik

N∑
j=1

(Pij + Ii+1,j)
1/Rijk

N∑
l=1

1/Rijl

≤ ∆Ti

k = 1, . . . , N

(b)
N∑

k=1

mik ≥ Nmi

(c) 0 ≤ mik ≤ Cik. (10)

Constraints (a) specify the maximal thermal gradient of these
tiles on the ith layer. If constraints (a) are satisfied for all these
device layers, the maximal temperature on the top layer of 3-D
chip is below the temperature threshold. Constraint (b) is added
since the interlayer via planning only determines the mini-
mal number of T-vias at each layer, which corresponds to an
ideal uniform thermal distribution on each layer without T-via
insertion. However, if: 1) temperature distribution before T-via
insertion is not uniform and 2) hot areas have been occupied
by large blocks, more T-vias are needed to be inserted around
the hot areas so the total number of T-vias may be larger
than the T-via budget calculated by (6). For efficiency reasons,
we also ignore the T-via capacity constraints (c) in following
derivations, which means all the T-vias can be inserted to
desired tiles. The capacity constraints are to be handled when
integrating TVP into 3-D floorplanning process.

It is inefficient to solve the constrained NLP directly since
constraints (a) are highly nonlinear and the nonlinear terms
are as many as the linear terms. It is difficult to deal with
the constrained highly nonlinear problem efficiently. However,
the NLP could be transformed into a CP by some relaxation
and simplification. Below, we introduce the simplified problem
formulation and give out a nearly optimal solution for it.

First, we relax the thermal gradient constraints by adding the
N constraints for each tile together

N∑
k=1

Rik

N∑
j=1

(Pij + Ii+1,j)
1/Rijk

N∑
l=1

1/Rijl

≤ N∆Ti.

By satisfying the relaxed constraint, the average tempera-
ture gradient would be upper bounded by the desired maxi-
mal temperature gradient between adjacent device layers. This
simplification approximates the maximal temperature gradient
inside each tile to the average temperature gradient after T-via
insertion. It may result in maximal temperature higher than the
temperature constraint after T-via insertion on initial 3-D floor-
planning result. However, experimental results show that the
difference between the maximal temperature and the average
temperature inside each layer are within 5 ◦C after intralayer
TVP. The simplification only leads to a little degradation on
the solution quality. Moreover, we can use an incremental
T-via insertion technique to bring down the maximal temper-
ature, which will be discussed in Section V-D. Thus, it is valid
to apply the new constraint for intralayer TVP problem.

From (8), we have

N∑
l=1

1/Rijl =

N∑
l=1

milKvia +
(

1 −
N∑

l=1

mil

)
Kavg

α(Llayer + Linterlayer)/At
=

1
Ri

.

(11)

Using (9) and (11), the new thermal gradient constraint can
be rewritten as

1
Ri

N∑
k=1

N∑
j=1

Pij + Ii+1,j

1 + Rhljk/Rik
≤ N∆Ti.

The LHS of the above equation is a function of T-via densi-
ties inside each tile. Let

G(mi1, . . . ,miN ) =
1
Ri

×
N∑

k=1

N∑
j=1

Pij + Ii+1,j

1 + Rhljk/Rik
.

Lemma 2: Function G is convex on the interval [0, 1].
Proof: The partial derivative of G is

∂G

∂mik
= − 1

Ri
×

N∑
j=1

(Pij + Ii+1,j)
(

Rhljk

Rvia
− Rhljk

Ravg

)
(
1 + Rhljk

Ravg
+
(

Rhljk

Rvia
− Rhljk

Ravg

)
mik

)2

where Rvia is the thermal resistance of each tile if it is entirely
occupied by T-vias, Ravg is the thermal resistance of each tile
without T-vias. They could be calculated out with (2) and (3).
It is shown that each partial derivative is only related to variable
mik, so the second derivatives are as follows:

∂2G

∂m2
ik

=
1
Ri

×
N∑

j=1

(Pij + Ii+1,j)
(

Rhljk

Rvia
− Rhljk

Ravg

)2

(
1 + Rhljk

Ravg
+
(

Rhljk

Rvia
− Rhljk

Ravg

)
mik

)3

∂2G

∂mik∂mis
= 0, k �= s.
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From the above two conditions, the second derivative of G is

∇2G =




∂2G
∂m2

i1
· · · 0

... · · · ...

0 · · · ∂2G
∂m2

iN


 .

Note that Kvia  Kavg, thus Rvia � Ravg. It leads to
∂2G/∂m2

ik > 0, so ∇2G is positive definite and G is a convex
function.

Note that constraint (b) is linear so the constraints in the NLP
become convex. With above simplification and relaxation, the
NLP in (10) could be rewritten as

min
N∑

k=1

mik

s.t. (a)
1
Ri

N∑
k=1

N∑
j=1

Pij + Ii+1,j

1 + Rhljk/Rik
≤ N∆Ti

(b)
N∑

k=1

mik ≥ Nmi

which becomes a CP. It can be solved directly with the KKT
optimal condition. Let

g =
N∑

k=1

mik + µ1

(
N∑

k=1

mik − Nmi

)

+ µ2


N∆Ti − 1

Ri

N∑
k=1

N∑
j=1

Pij + Ii+1,j

1 + Rhljk/Rik


 .

The derived function of g is

∂g

∂mik
=1 + µ1 − µ2

Ri

N∑
j=1

(Pij + Ii+1,j)
(

Rhljk

Rvia
− Rhljk

Ravg

)
(
1+ Rhljk

Ravg
+
(

Rhljk

Rvia
− Rhljk

Ravg

)
mik

)2 .

The KKT optimal condition requires

∂g/∂mik = 0, 1 ≤ k ≤ N.

From these N equalities

N∑
j=1

(Pij + Ii+1,j)
(

Rhljk

Rvia
− Rhljk

Ravg

)
(
1 + Rhljk

Ravg
+
(

Rhljk

Rvia
− Rhljk

Ravg

)
mik

)2

=
N∑

j=1

(Pij + Ii+1,j)
(

Rhljs

Rvia
− Rhljs

Ravg

)
(
1 + Rhljs

Ravg
+
(

Rhljs

Rvia
− Rhljs

Ravg

)
mis

)2 ,

1 ≤ k; s ≤ N. (12)

The conditions Kvia  Kavg and Rvia � Ravg also results
in the following two equalities:

1)
Rhljk

Rvia
 Rhljk

Ravg

2)
Rhljk

Rvia
mik  1 +

Rhljk

Ravg
.

The second equation is validated by experimental results.
With 1) and 2), (12) could be approximated by

N∑
j=1

(Pij + Ii+1,j)/Rhljk

m2
ik

=
N∑

j=1

(Pij + Ii+1,j)/Rhljs

m2
is

, 1 ≤ k; s ≤ N.

Therefore, we derive a nearly optimal solution for the in-
tralayer TVP problem in (10)

mik : mis =

√√√√ N∑
j=1

Pij + Ii+1,j

ljk
,

√√√√ N∑
j=1

Pij + Ii+1,j

ljs
,

1 ≤ k; s ≤ N. (13)

The equation indicates that the number of T-vias assigned to
each tile is proportional to the square root of total incoming heat
flow, which is also the vertical heat flow inside that tile. It could
be rewritten as

mik : mis =
√

Iik :
√

Iis. (14)

This equation determines the detailed T-via distribution in-
side each layer. Given a 3-D floorplanning result, the temper-
ature constrained TVP problem can be solved directly by (6)
and (13). To apply (13) for T-via density calculation, the heat
flow from each tile to other tiles is inversely proportional to the
length of the heat dissipating path, ljk. Its value would be zero
for j = k, which makes the right-hand side of (13) to be infinite.
To solve this problem, the horizontal distance from one tile to
itself is set to be 1/4 of the sum of its width and height in our im-
plementation, which means most of the heat generated in some
tile on the ith layer flows vertically to the i − 1th layer directly.

It is also shown that the incoming heat flow of tile tik,
Iik, depends on the heat flow from above layer Ii+1,k. After
determining the T-via distribution at the ith layer, the vertical
heat flow inside each tile would be updated to determine the via
distribution at the i − 1th layer. Then, T-via distribution at the
i − 1th layer could be determined. Thus, our intralayer TVP
algorithm tackles with each device layer one by one: starting
from the top layer and ending at the bottom layer.

V. 3-D FLOORPLANNING WITH VIA PLANNING

In this section, we introduce how to apply these analytical
solutions for TVP during 3-D floorplanning while maintaining
a low computational complexity.
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A. Overview

Previous 3-D floorplanning representations and algorithms
can be classified into two categories. One kind of them is
to extend exist 2-D representation to a real 3-D structure,
such as 3-D slicing tree [29] and sequence triple [30], where
representation for the third dimension is added. Under current
3-D technology, blocks are located in a limited number of
device layers. The real 3-D representation would have too
much redundancy in the adding data structure for the z-axis,
which is not efficient in both time and space. The other
kind of 3-D floorplanning algorithms represents floorplans of
different layers with an array of 2-D representations (2-D
array), such as two-layer bounded-sliceline grid (BSG) [7],
four-layer sequential pair (SP) [4], and four-layer transitive
closure graph (TCG) [5]. With these representations, blocks
are moved inside each layer or swapped between different
layers for solution perturbations. To overcome the limitations of
lacking the relative position information of blocks on different
layers, the combined bucket and 2-D array [5] representation
based on the 2-D-array TCG is proposed.

However, all these 2-D-array-based representations suffer
from a much enlarged solution space due to the multiple device
layer structure, which makes the 3-D floorplanning problem
much more complex and results in longer running time and/or
lower solution quality. For a floorplanning problem with N
blocks, a representation for 2-D floorplan may be divided into
Nk−1/(k − 1)! different 2-D arrays that represents a k-layer
3-D floorplan. It means each 2-D floorplan representation cor-
responds to Nk−1/(k − 1)! possible k-layer 3-D floorplanning
results so the solution space is scaled up by Nk−1/(k − 1)!
times [26]. To exploit so large a solution space makes the 3-D
floorplanning very time consuming. On the other hand, the
benefit of 3-D integration would also be degraded due to the de-
ficiency of these algorithms. It results in lower solution quality,
especially in thermal optimization algorithms that already have
a large runtime overhead on thermal profiling during iterative
improvement process [5].

Note that we have derived analytical solutions for interlayer
and intralayer T-via distributions, respectively. Moreover, it
is reported that by solving the interlayer and intralayer via
planning subproblems, solution quality is similar to solving
original TVP problem directly [14]. Based on this observation,
we use a two-stage approach to handle the 3-DFP-TVP problem
efficiently. With our method, original problem targets are done
sequentially. 1) Before floorplanning, blocks are partitioned
into different layers and the interlayer T-via distribution is
determined. 2) Then, we generate floorplans for all these layers
and determine the intralayer T-via distribution inside each layer
in an SA process. Fig. 4 is the design flow of our two-stage
approach.

The two-stage 3-D floorplanning flow has been applied for
wirelength and thermal optimization [6], [26], [27]. Compared
with previous flat 3-D floorplanning algorithm, the two-stage
approach could improve total wirelength by 15% to 21% with
the same interlayer interconnect via budget [26]. Further exper-
imental results show that to achieve the same wirelength result,
the two-stage approach is 5X times faster than the flat algorithm

Fig. 4. Design flow of 3-D floorplanner.

[26]. When applied to thermal optimization, it results in much
faster convergence speed with similar solution quality [27].

However, this approach brings on another problem: as blocks
cannot move to other layers during floorplanning, there would
be less possibility to find better 3-DFP-TVP solutions in the
much smaller searching space. For example, if we partition
blocks into different layers with traditional min-cut methods,
which minimize the number of interlayer interconnect vias, it
will lead to an increase in the total wirelength in 3-D integra-
tion. Experimental results show that interlayer partition with
maximal interconnect vias may results in 20% improvement
on total wirelength compared with minimal interconnect via
partition [30]. The key problem for our 3-D floorplanner is
to choose a partition scheme that is most beneficial for T-via
reduction so as to scale down the searching space without
causing sacrifice on solution quality. Below, we address on
this problem and give out an interlayer partitioning solution for
T-via number minimization.

B. Interlayer Partitioning

As the positions of blocks remain unknown during interlayer
partitioning, the power distribution could not be determined
without packing. To estimate total number of T-vias, we
assume that the temperature distribution inside each device
layer is uniform. The number of T-vias inside each layer can
be calculated with (6). To minimize the total number of T-vias,
the interlayer partitioning problem is defined as

min
k∑

i=2

mi

s.t.
k∑

i=1

Pi = const

1
β

≤
∣∣∣∣ Ai

A/k

∣∣∣∣ ≤ β, 1 ≤ i ≤ k

where Ai is the sum of the areas of blocks that assigned to the
ith layer. A is the sum of the areas of all the blocks. β is the
area balance ratio factor. In our experiments, it is set to be 1.1.
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Based on the analytical solution in (6), this objective can be
rewritten as

k∑
i=2

mi =
1 + λm2

λ

k∑
i=2

√
Qi√
Q2

− k

=
θ
√

Q2

k∑
i=2

√
Qi

λ (T0 − Tamb − RbQ1)

k∑
i=2

√
Qi√
Q2

− k

=

θ

(
k∑

i=2

√
k∑

l=i

Pl

)2

λ(T0 − Tamb − Rb × const)
− k.

With the constraint of area balance between different layers,
we assume that the final packing area S to be a constant and es-
timated by S = 1.3 × A/k. The weighting factor of area usage
can also be adjusted according to some experimental results on
different testcases. With this assumption, both θ and Rb can be
calculated out as constants. The interlayer partitioning problem
can be rewritten as

min
k∑

l=2

√√√√ k∑
i=l

Pi

s.t.
k∑

i=1

Pi = const

1
β

≤
∣∣∣∣ Ai

A/k

∣∣∣∣ ≤ β, 1 ≤ i ≤ k.

This problem can be solved by solving a sequence of sub-
problems. As P1 is not included in the objective function,
minimizing the objective function corresponds to maximizing
P1. From this observation, we define the subproblem S1 as

maxP1

s.t.
1
β

≤
∣∣∣∣ A1

A/k

∣∣∣∣ ≤ β.

This is a classical knapsack problem and can be solved using
SA engine or good heuristics. Let P ∗

1 be the solution for S1,
original interlayer partitioning problem can be redefined as

min
k∑

l=3

√√√√ k∑
i=l

Pi +

√√√√ k∑
i=2

Pi =
k∑

l=3

√√√√ k∑
i=l

Pi +
√

const′

s.t.
k∑

i=2

Pi = const − P ∗
1 = const′

1
β

≤
∣∣∣∣ Ai

A/k

∣∣∣∣ ≤ β, 2 ≤ i ≤ k.

It is shown that P2 is eliminated from the objective function.
With the same method, we can define subproblem S2 and

Fig. 5. T-via insertion. (a) No white space budget. (b) White space
redistribution.

calculate out P ∗
2 . With a sequence of solving such knapsack

subproblems, we get the solution for original interlayer par-
titioning problem. In our implementation, we use a fast SA
engine to solve each knapsack problem as there are only up
to several hundred binary variables.

This solution can be viewed as assigning blocks with higher
power density to the bottom layer and blocks with lower power
density to top layers. Through this method, heat generated by
blocks with higher power density can be dissipated to the heat
sink easily. On the other hand, blocks with high power density
are not easily to overlap to cause local hot area since they are
assigned to the same device layer. The improvement on thermal
distribution results in smaller number of T-vias.

C. White Space Redistribution

After assigning blocks to different layers, we generate floor-
plan on these layers. The intralayer via planning method deter-
mines the T-vias assigned to each tile, which should be arranged
in white spaces between blocks. Experimental results show that
there are many large hot areas occupied by macroblocks and
thermal distribution cannot easily be improved since T-vias
cannot be inserted directly on these areas as shown in Fig. 5(a).
To solve this problem, white space allocation method is needed
to change the positions of blocks to achieve enough white space
resources for T-via insertion without cause much sacrifice on
circuit performance as shown in Fig. 5(b). In the following
section, we address on the white space redistribution problem
during floorplanning and propose an efficient method to solve it.

In the room-based floorplanning representation, the blocks
are packed within the range of the rooms as shown in Fig. 5.
To insert T-vias to desired tile as much as possible, the white
spaces resource should be allocated as needed. Recently, op-
timal white space redistribution approach is proposed to min-
imize total wirelength after floorplanning [19]. The problem
is formulated as a linear programming problem and solved by
min-cost flow implementation. Although the method guaran-
tees to obtain an optimal wirelength and it is efficient as a
postfloorplanning step, it is still too time consuming to be inte-
grated into floorplanning process. With the budget of the T-via
insertion, we introduce a novel method to place the blocks in
their room to favor via insertion.

Given an m-block set, it divides the chip into at least m
rooms and assigns no more than one block to each room.
Suppose that the rooms in the ith layer are {Ri1, . . . , Rim} and
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Fig. 6. White space redistribution. (a) V _b = 620. (b) V _b′ = 510.

T_Covered(Ril) is the set of the tiles covered by the block in
Ril. The white space ratio in tij is defined as

WS_ratioij = A_DSij/A_tij

where A_DSij is the area of white space in tile tij and A_tij
is the area of tij . If tij is covered entirely by the circuit blocks,
WS_ratioij = 0 and if tij is not covered by any block at all,
WS_ratioij = 1. We define the T-via budget in room Ril as

ν_budget(Ril) =
∑

tij∈T_Covered(Ril)

mij(1 − WS_ratioij).

In order to optimize T-via insertion, the objective of white
space redistribution is to decide the position of blocks in each
room so that the T-via budget of the covered tiles is minimized

min
k∑

i=1

m∑
l=1

ν_budget(Ril).

Note that the desired number of T-vias inserted to tij is
treated as a weighting factor. When minimizing the objective
function, more white space resources would be assigned to
tiles with larger mij . Then, more T-vias can be inserted into
tiles with more vertical heat flow so that the maximal thermal
gradient can be reduced.

As the budgets of T-via insertion are independent in each
room, the rooms can be handled one by one. As shown in
Fig. 6, we restrict the lower left corner of blocks locating at
the lower left corner of tiles. To speed up the computation, the
problem is handled in two directions. First, we move the block
in the vertical direction to decide the vertical position. Then,
we move the block horizontally to fix the horizontal position.
Since blocks are restricted in their rooms, the topology and total
packing area would not be affected, while total wirelength may
be increased slightly.

The white space resources in a floorplan are composed of
two parts: 1) dead space within the range of rooms and 2) white
space channel between rooms. White space redistribution tech-
nique is applied to the dead space within the range of each
room. In our implementation, additional white space channels
are inserted to occupy about 10% chip area on each testcase;
otherwise, it would be too difficult to satisfy the maximal
temperature constraint since these macroblocks are too close
to each other. Experimental results show that the dead space

redistribution technique has only a little impact on final results
(5% T-via budget overhead without dead space redistribution)
since most of the T-vias are inserted to the white space channels
between rooms.

D. 3-D Floorplanning Method

Given a set of blocks, they would be partitioned into different
layers with respect to TVP. Then, floorplans of all the layers are
generated simultaneously in an SA process with corner block
list (CBL) representation [18]. During floorplanning, interlayer
T-via distribution is calculated with (6) based on the packing
area result. Then, these vias are assigned to the white space
inside each tile and the vertical thermal resistance of these
tiles would be recalculated when TVP is completed. After
T-via insertion, thermal profiling is performed to calculate the
maximal on-chip temperature.

The optimality of 3-D floorplanning result is measured by
following cost function:

Ψ = A + w1W + w2|Tmax − T0| (15)

where A is the packing area of stacked layers. W is the total
wirelength. Tmax − T0 is the difference between the given tem-
perature threshold and the maximal on-chip temperature after
T-via insertion. (w1, w2) are the weighting factors. To further
speed up the algorithm, the frequency of thermal profiling and
TVP is reduced during floorplanning process. Some operations
such as changing the orientations of blocks would have little
effect on thermal distribution, while swapping two blocks with
difference on block dimension or power density may have large
effect on final temperature distribution. In our implementation,
TVP and thermal profiling are done only after operations with
large impacts on thermal distribution, or after several operations
without thermal profiling.

There are a few issues worth further discussion.

1) The analytical solutions in (6) and (13) only determine
how to proportion the T-vias to each layer and each tile.
The precise T-via budget cannot be calculated with these
equations since 1) the optimal interlayer T-via budget
calculated by (6) is applicable only if the temperature
distribution inside each layer is uniform and 2) even if
the solution in (13) is close to the optimal intralayer T-via
distribution, the maximal temperature constraint may be
not satisfied. It depends on the temperature distribution on
the bottom layer. If the distribution is uniform, the maxi-
mal temperature is below the threshold by satisfying these
maximal thermal gradient constraints of adjacent layers;
otherwise, the maximal temperature may be higher than
the threshold.

2) Even with more T-via budget, the maximal temperature
constraint is difficult to be satisfied on some 3-D floor-
planning results due to lacking of white space resources
at hot areas. The hottest spots are usually occupied
by blocks as shown in Fig. 6 and the T-vias could not
be inserted directly. This problem may be solved by
allocating enough white space for T-via insertion. We can
reserve white space channels between any two rooms and
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dynamically adjust the width of each width space channel
so that all needed T-vias could be inserted. However,
the white space channel distribution is determined by
T-via distribution, while different white space channel
distributions results in different temperature distributions
thus affect T-via distribution. It makes the estimation
of T-via budget quite difficult to satisfy the temperature
constraint and it is too time consuming to be integrated
into the SA-based floorplanning process. The runtime
inefficiency also prevents previous complicated heat
propagation analysis iterations [14] to be integrated to
adjust intralayer T-via distribution without white space
channel reallocation.

3) In our implementation, T-via budget is calculated with
(6) after generating a floorplan and we calculate required
white space budgets according to the total number of
T-vias. T-via distribution inside each layer is calculated
with (13) and a uniform white space channel distribution
is used. These techniques avoids above time consum-
ing computation and adjustment on floorplanning result
during SA process. However, (6) and (13) are based
on the assumption of uniform temperature distributions,
the solution in (6) only determine the lower bound for
minimal T-via budget on a given floorplanning result. The
maximal temperature constraint may not be satisfied due
to possible less T-via budget and white space resource at
hot areas. After floorplanning, the precise T-via budget is
to be increased to satisfy the temperature constraint and
the increasing amount is related to floorplanning result
and maximal temperature. By using a penalty function
on maximal temperature constraint in the objective func-
tion (15), we can generate floorplans with more T-vias
inserted to hot spots to bring down the maximal tempera-
ture. To minimize the objective function during floorplan-
ning results in floorplans with minimal increased T-via
budget, which leads to minimal total T-via number, and
minimized weighted sum of area and wirelength. This
method is beneficial for both performance and thermal
optimization. It avoids losing possible good solutions that
do not satisfy the strict maximal temperature constraint.

4) If the temperature constraint is not satisfied after floor-
planning, the T-via budget should be increased. Suppose
Tmax is the maximal temperature after TVP. T0 is the
temperature threshold. Tamb is the ambient temperature.
Nvia is the T-via budget used during floorplanning and
we need ∆Nvia more T-via budget to bring temperature
to meet the constraint. As mentioned in Section IV-B,
Rvia � Ravg. Thus

T0 − Tamb ≈PR/(Nvia + ∆Nvia)

Tmax − Tamb ≈PR/Nvia

where R is the thermal resistance of one T-via. From the
above equations

∆Nvia =
Tmax − T0

T0 − Tamb
Nvia.

TABLE II
BENCHMARKS

TABLE III
ANALYTICAL SOLUTIONS

These T-vias are distributed to each tile with (6) and (13). The
dimensions of the white space channels are adjusted according
to T-via distribution to get higher area usage.

VI. EXPERIMENTAL RESULTS

We implemented the proposed 3-DFP-TVP algorithm in
C++ language on a Sun V880 750-MHz workstation with
Sun OS 5.8. To compare with previous TVP algorithms, we
also implement a thermal-driven 3-D floorplanning algorithm,
which minimize the maximal temperature directly without
T-via insertion. Based on floorplanning results, T-vias are in-
serted and distributed.

We tested these algorithms on Microelectronics Center
of North Carolina (MCNC) benchmarks and Gigascale Sys-
tems Research Center (GSRC) benchmarks [14] with four
stacked layer integration. Table II shows the block number,
net number, via pitch size and tile stack array used for each
testcase. In [14], the block sizes in GSRC benchmark are
scaled up by ten times so the via pitch sizes are scaled
with the same factor in this paper. The power dissipations
of each block are ranging from 105 to 107 W/m2. The
ambient temperature is set to be 27 ◦C. The maximal tem-
perature threshold is set to be 77 ◦C (350 in absolute tem-
perature). The bulk substrate thickness is set to be 500 µm,
the layer thickness is set to be 20 µm and interlayer thickness
is set to be 2 µm. The thermal conductivities of layer and
interlayer without T-vias are set to be 119 and 1.1 W/mC,
respectively. The thermal conductivity of the silicon in the bulk
substrate was set to 150 W/mC and the T-vias were assumed
to be copper with a thermal conductivity of 300 W/mC. The
chip area is calculated as the product of the maximum width
and the maximum height of all device layers. The net length
after floorplanning is estimated with half perimeter bounding
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TABLE IV
T-VIA BUDGET

TABLE V
IMPACT OF TVP

box model and the final temperature profiles on each layer are
generated by a detailed FDM simulator.

A. Impact of Analytical Solution

Experimental results in [14] show that m-ADVP achieved
69% reduction on T-via budget than their previous work
multilevel via planning proportional to temperature (m-VPPT)
[12]. The difference between m-ADVP and m-VPPT is that
m-ADVP uses different interlayer T-via distribution. Table III
lists the analytical solutions for interlayer and intralayer T-via
distribution used in m-VPPT, m-ADVP and our TVP algorithm.
It is shown that TVP uses similar solution for interlayer TVP
and different solution for intralayer TVP.

To understand the impact on total T-via budget by different
T-via distributions, we apply the analytical solutions in
m-VPPT, m-ADVP, and TVP on initial thermal driven 3-D
floorplanning results. As the white space resource can have
great impact on T-via insertion result, T-via distributions may be
quite different when there is not enough white space to arrange
T-vias. To diminish the effect by white space resource, we
take away the capacity constraint of each tile. We insert white
space channel between blocks and assume all the T-vias can
be inserted to desired tiles. The effect of macroblock obstacles
would be discussed in the following section.

Table IV shows the T-via budgets on different testcases. It
is shown that the analytical solution in TVP results in 12%
and 51% reduction on total T-via number than m-ADVP and
m-VPPT, respectively. The reduction in T-via budget compared
with m-VPPT benefits from the analytical solution for both
interlayer and intralayer TVP. The reduction in T-via budget
compared with m-ADVP benefits from the different analytical
solution for intralayer TVP. For the same temperature con-
strained TVP problem, our analytical solution results in better
detailed T-via distribution.

Note that our intralayer TVP is based on solving the simpli-
fied CP. To apply the solution in (14) directly for TVP, thermal
profiling is needed to calculate the vertical heat flow inside each

tile. Then, T-vias are inserted and another thermal profiling
is done to calculate the temperature distribution after T-via
insertion. To enhance the runtime efficiency, we use the solution
in (13) to calculate the detailed T-via distribution without
explicit thermal profiling. Table IV also lists the result of TVP-1
using intralayer planning solution in (13). It is shown that the
approximation (13) is very close to the straightforward solution
with explicit thermal analysis. During floorplanning, we apply
(13) for intralayer TVP. It results in 18% runtime reduction
compared to the explicit thermal profiling approach in [28].

B. Impact of TVP

As mentioned in Section V, T-via distribution may be greatly
affected by the macroblock obstacles. Generally, T-vias cannot
insert directly at the hottest spots since they are occupied by
large macroblocks. They are to be arranged in the white spaces
around these blocks. More T-via budget is needed to bring
down the maximal temperature to the user specified threshold
due to the effect of additional thermal resistance between heat
resources and T-vias. An integrated 3-DFP-TVP process may
generate floorplans more feasible for T-via insertion. Table V
shows the experimental results of the integrated algorithm
3-DFP-TVP and postfloorplanning optimization algorithm
TVP. The listed results are floorplanning results after white
space channel insertion and adjustment for both 3-DFP-TVP
and TVP. Given a set of blocks, the maximal temperature and
T-via budget are related to the packing area. As we are not
doing fixed-outline 3-D floorplanning, more white space budget
results in sacrifice on packing area, but benefits temperature
optimization and T-via number minimization. To make fair
comparisons, we assign the same white space channel to each
testcase for 3-DFP-TVP and TVP. When the runtime over heads
range from 18% to 23%, 3-DFP-TVP can reduce T-vias by
16% for the same temperature constraint. The packing area is
also reduced by 3% since our method generates floorplan more
feasible for T-via insertion. Our method is proven to be effi-
cient and effective for integrating TVP into 3-D floorplanning
process with moderate runtime overhead.
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VII. CONCLUSION

We have investigated TVP during the 3-D floorplanning
stage. First, we derive a nearly optimal analytical solution for
detailed T-via distribution by solving simplified interlayer and
intralayer TVP subproblems. Based on the analytical solution,
we propose a two-stage approach to integrate dynamic TVP
into thermal-oriented 3-D floorplanning process. The novel
approach scales down the much enlarged solution space due to
multiple device layer structure. Experimental results show that
for the postfloorplanning TVP problem, our analytical solution
results in fewer T-via budget compared with previous algo-
rithms. Moreover, integrating TVP and floorplanning together
can reduce T-vias significantly and improve the area usage
moderately compared with the postfloorplanning optimization
method.

Our interlayer and intralayer T-via distribution algorithm
could also be applied directly for postplacement TVP where
T-via is modeled as located in some regular T-via regions [15].
In this modeling, TVP problem becomes much easier. The
solution in (13) for the intralayer T-via distribution problem
could be used directly to determine the T-via density in each
thermal region and it is unnecessary to perform white space
redistribution.

Note that our algorithm only focuses on through-the-silicon
T-via distribution. The positions of through-the-silicon signal
vias could also be optimized for wirelength minimization. It
would provide a more accurate estimation result on total wire-
length and the distributions for T-vias are also to be affected
when we take these signal vias into account. Moreover, routing
congestion is not modeled explicitly in our method. Further
work would be focused on the congestion and delay optimiza-
tion with both thermal and signal via planning. It would provide
a more accurate estimation on the performance and reliability
of the 3-D circuits.
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