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In this paper, efficient techniques are presented to extract the statistical interconnect capacitance due to
random geometric variations, especially the line-edge roughness (LER). Based on the continuous-surface
variation (CSV) model depicting wire thickness and width variations, an efficient approach is presented to
calculate the capacitance sensitivity with respect to geometric variable, and further the statistical capac-
itance variance. The Hermite polynomial collocation (HPC) technique with variable reduction is also pre-
sented to generate the linear statistical capacitance model. Numerical experiments are carried out on
structures in the 45 nm down to the 19 nm technologies. The results demonstrate the presented
approaches are several orders of magnitude faster than the MC simulation with 5000 samples. The error
of the sensitivity-based approach is less than 10% for the 45 nm structures, while the HPC-based tech-
nique exhibits better accuracy, even for the 19 nm structures with strong LER effect.

� 2011 Elsevier Ltd. All rights reserved.
1. Introduction

Statistical capacitance extraction is required to capture the
uncertainties in the nanometer manufacturing process, and to
provide the basis of the effective signal integrity and timing anal-
ysis of high-performance integrated circuits. The geometric varia-
tion of interconnect wire caused by different mechanisms plays
the major role in the statistical capacitance extraction. The thick-
ness variations in metals and interlevel dielectrics (ILD), for in-
stance, are mainly caused by chemical mechanical polishing
(CMP), while the lithography steps induce the contour variations.
Due to technology scaling, the random variations are becoming
prominent. A typical random geometric variation is the line-edge
roughness (LER). The LER variation has been extensively studied
for the impact on the performance of transistors [1,5], and de-
mands to be considered in the variational capacitance modeling
of interconnects [2–4].

Over the past several years, a lot of research has been dedicated
to the variational capacitance extraction considering the random
variations, whose aim is to derive the statistical metrics of capaci-
tance. The most straight-forward approach is the Monte Carlo (MC)
method, where thousands of sample structures are generated and
solved with deterministic capacitance extraction algorithm. There-
fore, the MC method suffers from the huge computational expense.
ll rights reserved.
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Several non-MC methods have been proposed, such as the spectral
stochastic collocation method (SSCM) in [6], the spectral stochastic
method in [7], and the stochastic dominant singular vectors
method in [8]. The emphasis of these algorithms is to derive the
quadratic variational capacitance model considering the spatially
correlated random variables. However, less attention was paid, in
these works, to the actual scenario of on-chip process variation,
and non-realistic variation parameters were often assumed. In
[9], a continuous-surface variation (CSV) model was proposed to
describe realistic geometric variations of interconnects, and the
Hermite polynomial collocation (HPC) technique is combined with
the window-based extraction flow to calculate the statistical full-
path capacitance. The CSV model was further improved in [10],
and comprehensive analysis and comparison were carried out to
reveal its rationality and necessity. This establishes an accurate ba-
sis for the statistical capacitance extraction of nanometer intercon-
nects. Notice that most of the above works should be referred to be
more theoretical rather than practical, because the demonstrated
examples do not match the actual scenario of on-chip variation.
Thus, it is a question whether or how the methods can be applied
to the current and near-future technologies.

Actually, the magnitude of random variation of on-chip inter-
connect is not so profound. Therefore, the sensitivities of capaci-
tance are utilized for variational capacitance modeling, which
demands much less computational cost. Efficient methods of sen-
sitivity calculation were recently proposed based on the floating
random walk method [11] and the boundary element method
(BEM) [4,12]. However, in most of these works the nominal
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Fig. 1. The illustration of CSV model: (a) surface variable setting and (b) a
variational sample of three-parallel-wire structure.
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conductor surface is assumed to vary as a whole. That is, they em-
ploy the simplified variation-as-a-whole (VAW) geometric model
[10]. This also deviates from actual process technology. In [4],
the LER variation was considered in calculating the capacitance
sensitivity, but the underlying geometric variation model still has
flaw. In [2,3], the variational capacitance caused by the LER was
investigated for different technology nodes. However, the model
only considers the width variation of interconnect wire, and the
expensive MC simulations were employed.

In this paper, we firstly present a comprehensive model to de-
pict the LER and other on-chip random variations. Then, the
BEM-based sensitivity approach [4] is extended to collaborate with
the CSV geometric model, for extracting the statistical capaci-
tances. Finally, the structures of short-range interconnects in
45 nm down to 19 nm technologies are constructed for performing
statistical capacitance extraction. The sensitivity-based approaches
and a fast linear-model HPC technique are employed, and are com-
pared with the MC simulation with 5000 samples. The numerical
results demonstrate that the CSV-based sensitivity approach is
more accurate than the existing technique in [4], and is several
thousands times faster than the MC simulation. For the 45 nm
technology, the CSV-based sensitivity approach is accurate enough
(with error <10%), while its error increases along with the technol-
ogy scaling, due to the non-equally scaling of LER effect. On the
contrary, the linear-model HPC technique achieves less than 8%
accuracy for all the technology nodes considered, while its speedup
to the MC simulation is several tens to several hundreds. With the
both approaches, the statistical capacitance extraction of nanome-
ter interconnects can be performed efficiently. More analysis
results and discussion are given in the last sections of this paper.

2. The variation model and existing extraction techniques

In this section, we firstly present the comprehensive model
describing the LER and other on-chip geometric variations. Then,
the techniques of BEM-based sensitivity calculation and the HPC
technique for statistical capacitance modeling are introduced,
respectively.

2.1. The model considering LER and other variations

The continuous-surface variation (CSV) geometric model aims
to describe the random variations both in thickness and width
directions for interconnect wires [10]. Its key point is that the ran-
dom variables are used to describe directly the fluctuation of dis-
cretization vertices, rather than the discretization panels. The
latter strategy results in the discontinuous surface variation
(DSV) model, as classified in [10]. The variational vertices in CSV
model are connected with triangular panels to form continuous
surfaces, which reflect the actual physical situation.

In the CSV model, the positive direction of random variation on
each surface is the outer normal direction. With only the normal-
direction variation, the panel vertices of the both surfaces near
an arris would collide with each other, resulting in abnormal
variational geometry. To resolve this problem, the derived variable
is defined to describe tangential displacement of inner vertex. The
value of derived variable is interpolated with the tangential
displacement of the surface boundary vertices. In Fig. 1a, the vari-
able setting is illustrated, where n⁄0s denote the derived variables.
As an example, the derived variation n�y;E at point E is calculated by
interpolating the values of y-direction variations ny,C and ny,D. This
variable setting preserves the relative spatial relationship of verti-
ces after geometry variation, and thus generates a normal shape
with continuous surfaces (see Fig. 1b).

The variational surfaces of an interconnect wire can be classified
as top, bottom, left-side, and right-side surfaces. They correspond to
different groups of variables, each of which can be assumed to obey
a Gaussian distribution with spatial correlation [10]:
qðniÞ ¼
1ffiffiffiffiffiffiffi

2p
p

r
exp � n2

i

2r2

 !
; ð1Þ
covðni; njÞ ¼ r2 exp
�jri � rjj2

g2

 !
; ð2Þ

where q(ni) is the probability density function (PDF) of the i’th var-
iable ni, and r is the standard derivation (Std). The spatial correla-
tion between two variables are reflected by the correlation
function in (2), where g is called correlation length. ri and rj are
the spatial locations associated with ni and nj, respectively. The lar-
ger the correlation length, the stronger the correlation between
variables spatially distributed. The n0s in (1) and (2) can be referred
to as the surface variables. Because the variations of opposite sur-
faces are almost independent [2–4,5], the Std of wire width is

ffiffiffi
2
p

times of the Std of surface variable. So is the Std of wire thickness.
The line-edge roughness (LER) is a typical random variation,

arising primarily from polymer aggregation in the photoresist.
The LER causes the line-width roughness (LWR). A key metric of
LER is the absolute roughness amplitude, equal to 3 rLER [2–3],
where rLER is the Std of width-direction surface variables in the
CSV model. The other key parameter of LER is the correlation
length along the line-edge gLER [2–4]. Notice that this parameter
only reflects the surface fluctuation along length direction (the
x-axis in Fig. 1a), and in the exiting works it is assumed that the
LER keeps unchanged along the thickness direction (i.e. the corre-
lation length along z-direction is infinite). To overcome this limita-
tion, we define a z-direction correlation length gz in this paper.
Then, the correlation function for the side-wall variables becomes:

covðni; njÞ ¼ r2 exp � jri;x � rj;xj2

g2
LER

� jri;z � rj;zj2

g2
z

 !
; ð3Þ

where ri,x and ri,z stand for the x-coordinate and z-coordinate of the
position associated with ni, respectively.

In [2–4], only the side-wall variation (LER) was considered with
a DSV-like geometric model. For comprehensive modeling of vari-
ations, the wire thickness variation is also included in this work
using the CSV model.

There is a significant and worsening gap between current LER in
even the highest resolution electron-beam lithography and the LER
predicted by the ITRS [1–3]. This means the LER does not scale
accordingly and becomes an increasingly larger fraction of wire
dimension. Thus, the LER-induced variability is increasingly impor-
tant for sub-45 nm technologies [3–5,13,15].
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2.2. Sensitivity calculation with the adjoint field technique

The adjoint field technique (AFT) was proposed in [12] to calcu-
late the capacitance sensitivity. Using the AFT, the sensitivities can
be calculated as a byproduct of capacitance extraction of nominal
structure, with little extra expense.

For a system with N conductors, suppose V and Q denote the
potentials and charges of conductors, and the matrix C represents
the (short-circuit) capacitance matrix. Then,

CV ¼ Q : ð4Þ

Applying Tellegen’s theorem to the electrostatic field, we have [12]:

ðbV ; ðDCÞVÞ ¼< ðDeÞE; bE >; ð5Þ
where E is the electric field intensity, and notation ‘‘^’’ indicates the
adjoint field quantities. DC and De are the effective changes of
capacitance matrix and medium permittivity induced by a pertur-
bation of geometric parameter p. Notation ‘‘(,)’’ means the vector in-
ner product, while ‘‘<,>’’ means the inner product of two functions
defined by 3-D integral. From (5), it is derived that

bV TðDCÞV ¼
Z

X
ðDeÞEbEdr: ð6Þ

In order to calculate DCij, the original field is set with Vj = 1, Vk = 0
(k – j), while the adjoint field is set with bV i ¼ 1, bV k ¼ 0; ðk–iÞ. Thus,

DCij ¼
Z

X
ðDeÞEbEdr: ð7Þ

Under this setting, the sensitivity of Cij with respect to p is:

@Cij

@p
¼ lim

Dp!0

1
Dp

Z
X0
ðDeÞEbEdr; ð8Þ

while X0 denotes a local region where the permittivity and electric
field change due to the geometry change induced by Dp. In [4,12],
where the VAW or DSV geometric model was assumed, Dp is the
perturbation of surface panel normal to the surface. Assume Dp
causes a set of panels (denoted by Sp) to move from their nominal
positions. Thus,

@Cij

@p
¼ �

X
k2Sp

ekAkEk
bEk; ð9Þ

where Ak and Ek are the area and normal electrical field intensity of
panel k, respectively. And, ek is the dielectric permittivity near panel
k. If Dp is very small, the electric field can be regarded unchanged,
except for the region where dielectric is replaced by conductor, or
vice versa. Thus, Eq. (9) holds.

A special case is that p is only associated with one surface panel
(denoted as panel p). It produces the so-called panel sensitivity in [4]:

@Cij

@p
¼ �

qpq̂p

eAp
; ð10Þ

here qp and q̂p are the panel charges in the original and adjoint field
settings, respectively.

2.3. The HPC techniques [9]

The variation-aware statistical capacitance bC can be expressed
with the Hermite polynomial expansion:

bCðfÞ ¼ a0W
0 þ

Xd

i1¼1

ai1W
1ðfi1 Þ þ

Xd

i1¼1

Xi1

i2¼1

ai1 i2W
2ðfi1 ; fi2 Þ þ � � � ; ð11Þ

where f = (f1, . . . , fd) is a set of independent Gaussian random vari-
ables, and Wi are the Hermite polynomials of the i’th order. The Her-
mite polynomial expansion is guaranteed to converge for any
Gaussian random process with finite second-order moments. The
Hermite polynomials can be labeled consistently to rewrite (11):

bCðfÞ ¼X1
j¼1

ĉjWjðfÞ; ð12Þ

where Wj is the j’th Hermite polynomials in ascending order, which
satisfy the following orthogonal property:

< WjðfÞ;WkðfÞ>q ¼ ajdjk; aj > 0; ð13Þ

where aj are constant values, and the subscript q means that the
variables obey the Gaussian distribution. The inner product in
(13) is defined as the mathematical expectation of the product of
the two stochastic functions:

< X;Y>q ¼ EðXYÞ: ð14Þ

Eq. (12) can be truncated to get the linear or quadratic approxima-
tion of capacitance:

CðfÞ ¼
XM

j¼1

cjWjðfÞ; ð15Þ

where M is the number of Hermite polynomials. The coefficients can
be evaluated with:

cj ¼
1
aj
< CðfÞ;WjðfÞ>q; j ¼ 1; . . . ;M: ð16Þ

According to (14), we need to compute a d-dimensional integral:

< CðfÞ;WjðfÞ>q ¼
Z

CðfÞWjðfÞqðfÞdf: ð17Þ

The sparse grid technique can be used to calculate the quadrature in
(17), to reduce the computational expense of the conventional
Gauss-Hermite quadrature. Thus, (17) becomes an expression of
weighted summation:

< CðfÞ;WjðfÞ>q ¼
Xm

i¼1

wiCðfiÞWjðfiÞ; ð18Þ

where fi is the ith integral point. Therefore, the variational capaci-
tance model can be obtained after solving m deterministic struc-
tures defined by the geometric parameters fi. In [9], a weighted
principal factor analysis (wPFA) technique is proposed to reduce
the random variables in f.

3. Two efficient approaches for statistical capacitance
extraction

In this section, we firstly combine the AFT and the CSV model to
calculate the statistical capacitances of the nanometer intercon-
nects. Then, the techniques for linear-model HPC approach are
presented.

3.1. The sensitivity-based approach for the CSV model

In the CSV model, the varying parameter p is associated with
vertex, rather than panel. In this case, the formula for capacitance
sensitivity (8) is still valid. With the AFT, only the small region
where dielectric is replaced by conductor, or vice versa, needs to
be considered. In Fig. 2, the discretization of two conductors under
the CSV model and the perturbations of geometric variables are
shown. We can see that the changed region of a variable p is a kind
of pyramid, whose volume is 1/3 of that of prism in [4,12]. So,

@Cij

@p
¼ �1

3

X
k2Sp

ekAkEk
bEk; ð19Þ

where Sp denotes the indices of panels surrounding the disturbed
vertex. We further derive:
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Fig. 2. The perturbation of geometric variables in the CSV model for the sensitivity
calculation.
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Fig. 3. The cross section of a two-parallel-wire structure.
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@Cij

@p
¼ � 1

3e
X
k2Sp

qkq̂k

Ak
; ð20Þ

here we assume that the panels have the same surrounding dielec-
tric with permittivity of e, which is an usual situation.

Due to the triangular discretization employed by CSV model,
the set Sp differs for different location of vertex. As shown in
Fig. 2, there are four kinds of situation: (i)–(iv). For them, the sizes
of Sp are 2, 1, 3 and 6 respectively.

Once the sensitivity for each variable is obtained, we have the
linear-model approximation for a capacitance perturbation DC in-
duced by these variables:

DC ¼
XG

i¼1

Xni

j¼1

SijDpij; ð21Þ

where G is the number of variable groups, and Dpij is the perturba-
tion of the jth variable in the ith group. Sij denotes the sensitivity,
i.e. oC/opij. Due to the random nature of variables, the variance
and Std of capacitance is needed. The capacitance variance can be
calculated based on (21), i.e.

varðCÞ ¼ var
XG

i¼1

Xni

j¼1

Sijpij

 !
¼
XG

i¼1

ST
i covðniÞSi

� �
; ð22Þ

where ni is the random variables in the ith group, and cov(ni) is the
corresponding covariance matrix. Si denotes the column vector of

sensitivities: ½@C=@pi1; � � � ; @C=@pi;ni
�T . And, the Std of capacitance is

StdðCÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
varðCÞ

p
:

With (20)–(22), the capacitance sensitivities and variances can
be calculated for the CSV modeled variational interconnect struc-
ture. The sensitivity only depends on panel charges of the nominal
structure, and thus can be obtained with once extraction of the
nominal structure. The sensitivity-based approach is highly effi-
cient for generating the variational capacitance model for small-
magnitude geometric variations. Notice that the sensitivity based
approach does not produce the mean value of statistical capaci-
tance, which has little discrepancy to the nominal value if the var-
iation is small enough.

3.2. The linear-model HPC technique

The existing works on HPC or SSCM were mainly focused on
obtaining the quadratic model of the variational capacitance
[6,8–10]. However, the application of linear capacitance model
was almost ignored. Suppose there are d independent random vari-
ables, the linear capacitance model is:
CðfÞ ¼ C0 þ
Xd

i¼1

cifi; ð23Þ

here C0 is the mean value of the statistical capacitance, and ci is
the coefficient of Gaussian variable fi. The coefficients C0 and ci

are calculated with Eq. (16)–(18). Note that (21) and (23) are
both linear expressions characterizing the relationship between
the capacitance and random variables, but their underlying the-
ory is different. The sensitivity is something about Taylor’s expan-
sion, while the linear-model HPC represents an overall fitting of
the stochastic function. Therefore, with (23) we may produce
capacitance variance with better accuracy than the sensitivity-
based approach. Besides, another merit of the HPC technique is
that it is able to reveal the difference between the mean value
of variational capacitance and the capacitance of nominal
structure.

The wPFA technique in [9] is used to reduce the large amount of
surface variables to d principal independent variables. Then, with
the sparse grid technique, m = 2d + 1 integral points are needed
to calculate the coefficients in (23). Each integral point corresponds
to a set of values of independent variables, and further a variational
geometry which can be extracted by a deterministic capacitance
solver. Compared with the quadratic-model HPC, which involves
2d2 + 3d + 1 integral points, linear-model HPC has much less
computational cost but should has enough accuracy for small-
magnitude variations. Finally, the parallel computing technique
in [10] is also utilized to accelerate the linear-model HPC approach,
which can easily achieve more than 85% efficiency of paralleliza-
tion on a multi-core/multi-CPU platform.

4. Numerical results

In this section, we consider the typical short-range intercon-
nect structures within standard cell, in the 45 nm and below
technologies. The sensitivity-based approach and linear-model
HPC approach are validated through the comparison with the
results of MC simulations. All numerical results are obtained on
a Linux server with 8 Xeon CPU cores with 2.13 GHz. The algo-
rithms for statistical capacitance extraction have been imple-
mented in a MATLAB program statcap, which invokes FastCap
[14] to extract the capacitances for each sample structure. FastCap
is a free 3D capacitance solver employing the BEM accelerated by
the multi-pole algorithm.

4.1. Settings of numerical experiments

The structure of parallel wires on Metal1 layer is tested,
where the LER-induced RC variability is prominent [3]. Fig. 3
shows an example of the test structure. We consider three tech-
nology nodes, with interconnect parameters obtained from [13].
The values of wire width, spacing, thickness and dielectric height
are listed in Table 1. Because the geometric variation is the major
concern, we just assume the single-dielectric situation that the
conductors are surrounded by a homogeneous dielectric with
relative permittivity of 1.

On the both side-walls of the wires, there is the LER variation.
According to [1–3], we assume 3rLER = 6 nm, and gLER = 20 nm for
all technology nodes. To consider the fluctuation along z-direction,



Table 1
The nominal values of wire width, spacing, thickness and dielectric height in
the test cases.

1/2 pitch (nm) w (nm) s (nm) t (nm) h (nm)

45 51 51 92 100
38 43 43 77 85
19 21.5 21.5 43 50

Table 3
The computational results for 19 nm-technology two-wire structures (capacitance in
unit of 10�18 F).

Two wires Method Std (C11) Error (%) Std (C12) Error (%)

L = 50 nm MC-5000 0.180 – 0.147 –
Sens-CSV 0.151 �16 0.122 �17
wHPC-1 0.176 �2.3 0.140 �4.4

L = 100 nm MC-5000 0.247 – 0.215 –
Sens-CSV 0.207 �17 0.175 �19
wHPC-1 0.234 �5.5 0.200 �7.3

L = 200 nm MC-5000 0.342 – 0.305 –
Sens-CSV 0.300 �12 0.257 �16
wHPC-1 0.331 �3.4 0.293 �3.9

Table 4
The computational results for 19 nm-technology three-wire structures (capacitance
in unit of 10�18 F).

Three wires Method Std (C11) Error (%) Std (C12) Error (%)

L = 50 nm MC-5000 0.240 – 0.147 –
wHPC-1 0.234 �2.3 0.139 �5.4

L = 100 nm MC-5000 0.329 – 0.211 –
wHPC-1 0.325 �1.3 0.200 �5.3

L = 200 nm MC-5000 0.495 – 0.302 –
wHPC-1 0.473 �4.3 0.291 �3.6
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gz is set to be 1000 nm. For the top and bottom surface variation
caused by CMP, we set the Std of top and bottom surface variables
to be 1 nm, and the correlation length is 1000 nm. Notice that the
actual thickness variation of on-chip interconnects is the superpo-
sition of pattern-dependent systematic variation and random var-
iation, and the former is the major factor. Since only the part of
random variation is considered in this work, the above setting
should be reasonable.

4.2. Results of the sensitivity-based approach

The two-wire structure shown in Fig. 3 is extracted with the
CSV-based sensitivity approach, the DSV-based sensitivity ap-
proach [4] and the MC simulation with 5000 samples. The compu-
tational results are listed in Table 2. Std(C11) is the Std of total
capacitance of wire 1, while Std(C12) means the Std of coupling
capacitance between wire 1 and 2. Since the sensitivity approach
does not produce the statistical mean of capacitance, we list the
capacitances of the nominal structure in the table. In this experi-
ment, the length of wires is set to be L = 100 nm.

From Table 2, we can see that mean value is very close to the
nominal capacitance, whose error is less than 3%. The CSV-based
sensitivity method has better accuracy than the DSV-based sensitiv-
ity method. This is because that the former approximates the actual
situation better. For the 45 nm and 38 nm technology, the CSV-
based sensitivity method is able to calculate the Std of total capac-
itance and coupling capacitance with less than 10% error. However,
the error of capacitance Std increases to about 20% for the 19 nm
technology. We have varied the length of wires from 50 nm to
500 nm and repeated the experiment. Similar results are obtained,
which show the CSV-based sensitivity method produces better
accuracy. While for the technology with narrow wires, the sensitiv-
ity based approach has larger error due to the prominent LER varia-
tion. Notice that, the line-width variation (3rLER � 1.414) under the
19 nm technology has increased to be 39% of the nominal width.

For the two-wire structures, the sensitivity-based method
needs to solve the nominal geometry with two settings of bias volt-
ages. While for the MC simulation, 5000 sample geometry are
solved. The results in Table 2 show that the speed up ratio of the
sensitivity-based method to the MC simulation is about or larger
than 3000. The DSV-based sensitivity method is a little bit faster
than the CSV-based method, because the former involves fewer
surface panels.
Table 2
The computational results of the CSV-based and DSV-based sensitivity approaches and M

Tech. node Method Mean (C11) Std (C11) Error

45 nm MC-5000 8.34 0.125 –
Sens-CSV 8.31a 0.117 �6.2
Sens-DSV 8.29a 0.111 �11.

38 nm MC-5000 7.71 0.138 –
Sens-CSV 7.69a 0.127 �8.2
Sens-DSV 7.67a 0.121 �12.

19 nm MC-5000 6.35 0.247 –
Sens-CSV 6.29a 0.207 �17
Sens-DSV 6.27a 0.199 �20

a The capacitance extracted with the nominal structure.
4.3. Results of the linear-model HPC approach

As suggested in Section 3.2 that the linear-model HPC would
have better accuracy than the sensitivity-based approach, we use
it to extract the structures with stronger LER variation. The lin-
ear-model HPC employing wPFA (for briefness, we denoted it by
wHPC-1) is used to extract the statistical capacitances of the
two-wire structure and a similar structure with three parallel
wires under the 19 nm technology. The results for cases with
different wire lengths are listed in Tables 3 and 4. Since the error
of mean value is less than 3% (also demonstrated by other existing
works, e.g. [16]), here only the results about the Std of capacitance
are listed.

From Table 3, we see that the wHPC-1 is able to reduce at least
half error of the CSV-based sensitivity method. The experiments on
the three-wire structure produce the similar results. As a whole,
the error of wHPC-1 is always less than 8%.

The computational time of wHPC-1 and MC simulation is shown
in Table 5. We also list the numbers of independent variables
(#variable) and deterministic sample structures for solving (#sam-
ple) in the method of wHPC-1. The last row in Table 5 is the time of
parallel computing on the 8-core machine, while other data of time
are obtained with serial computing. For the purpose of comparison,
the #sample for the quadratic-model HPC (wHPC-2) is also given.
The quadratic-model HPC has good accuracy [6,9,10], but its
C simulation for the two-wire structures (capacitance in unit of 10�18 F).

(%) Mean (C12) Std (C12) Error (%) Time (s)

�2.97 0.0911 – 8184
�2.95a 0.0827 �9.2 2.3

3 �2.94a 0.0792 �13.1 1.8

�2.85 0.101 – 12,014
�2.83a 0.0923 �8.5 2.6

7 �2.82a 0.0891 �11.7 1.9

�2.90 0.215 – 42,707
�2.84a 0.175 �19 7.9
�2.83a 0.170 �21 3.0



Table 5
The comparison of wHPC-1 and MC method on the computing time.

Two wires Three wires

L (nm) 50 100 200 50 100 200

wHPC-1 #variable (d) 14 26 42 20 38 62
#sample (m) 30 54 86 42 78 126
Time (s) 118 465.7 212.5 217.1 746.4 421.4

wHPC-2 #sample (m) 436 1432 3656 862 3004 7876
MC Time (s) 20,014 42,707 12,723 26,062 47,956 16,906
Sp. of wHPC-1 to MC 170 92 60 120 64 40
Time of parallel wHPC-1(s) 17.2 70.9 32.7 32.8 112 62.0
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computational time is proportional to #sample. So in the experi-
ments, wHPC-2 should be several tens times slower than wHPC-
1 and even slower than the MC simulation with 5000 samples.
On the contrary, the wHPC-1 is several tens to several hundred
times faster than the MC method. While comparing with the sen-
sitivity-based method in Table 2, the paralleled wHPC-1 (time is
70.9s for L = 100 nm) is about 10X slower. We think this is the
affordable expense for improving accuracy.
5. More analysis results and discussion

Using the both approaches, we can easily analyze the variational
capacitance caused by the on-chip random variations. The 45
nm-technology cases in Section 4.2 are the representative of cases
with week variation effect, and we tackle them with the CSV-based
sensitivity approach. The 19 nm-technology cases are the represen-
tative of cases with strong variation effect, which should be ex-
tracted with the linear-model HPC technique. The relative
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Fig. 4. Plot of capacitance variation as a function of wire length for the 45 nm
technology.
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Fig. 5. Plot of capacitance variation as a function of wire length for the 19 nm
technology.
standard deviation Std(C)/C is always referred to as ‘‘mismatch’’
by designers, to model the effect of LER and other variation on
capacitances. With the 45 nm and 19 nm cases, we can study the
relationship between Std(C)/C and the wire length. The simulation
results are shown in Figs. 4 and 5, the relative deviation 3Std(C)/C
is plotted. On the 8-core machine, the simulation for Fig. 4 only costs
2 min, while the simulation time for Fig. 5 is about 36 min.

From the plots we can see that, as wire length is scaled from
500 nm to 50 nm, the related 3r deviation increases from about
4% to 11% for C12, under the 45 nm technology. And, there is larger
increase of related 3r deviation for the 19 nm technology (from
12% to 28%). This is because the variation of capacitance is aver-
aged out as the wire length increases. The mismatch of coupling
capacitance C12 is about double of that of the total capacitance
C11. While comparing Figs. 4 and 5, we see that the capacitance
variation is doubled if the feature size scales from 45 nm to
19 nm. The capacitance variation is almost inverse proportional
to the feature size. Further analysis could be performed, such as
to study the impact of parameters r and g on Std(C)/C. These anal-
ysis are useful for circuit designers to estimate mismatches and
optimize the critical structures accordingly.

For large structure with longer wire length, the advantage of
wPFA accelerated HPC technique will be lost. In that case, the win-
dow-based extraction technique [9,16] can be used to reduce the
size of structure that the HPC technique handles.

Both the CSV-based sensitivity approach and the linear-model
HPC technique are based on utilizing the BEM to solve determinis-
tic interconnect structures. The former uses the surface panel
charges extracted from the nominal geometry to generate the
capacitance sensitivities (see (20)), while the latter uses the BEM
solver to calculate the capacitances (i.e., C(fi) in (18)) of the sample
structures with irregular geometry. So, there is no problem to ap-
pend the numerical results in this work with the cases with multi-
ple dielectric materials as in reality, since BEM is applicable to
multi-dielectric structures [17]. The only difference is that, for
multi-dielectric cases, each BEM extraction needs more computa-
tional time due to the additional discretization of dielectric inter-
faces. However, this would not degrade the advantages of the
presented techniques for statistical extraction.
6. Conclusions

The main contributions of this work are as follows:

(1) A comprehensive model is established to consider the LER
and other random variations of nanometer interconnects,
for the 45 nm and below technologies.

(2) The fast BEM-based sensitivity method is extended to con-
sider the accurate CSV model, which improves the accuracy
of statistical capacitance extraction.

(3) With the numerical experiments on short-range intercon-
nects with realistic LER effect, we find out that the CSV-based
sensitivity approach and a linear-model HPC technique has
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sufficient accuracy for extracting the statistical capacitances
while exhibiting several orders of magnitude speedup to
the MC simulation method. Moreover, the linear-model HPC
technique has better accuracy and is applicable for the
19 nm structures with strong LER.

Finally, the presented approaches are very convenient for
studying manufacturing variabilities and can be applied to the de-
sign optimization for the 45 nm down to 19 nm technologies.

Acknowledgment

The authors acknowledge the financial support from National
Natural Science Foundation of China under Contract Nos. 61076034
and 60876025.

References

[1] Asenov A et al. Intrinsic parameter fluctuations in decananometer MOSFETs
introduced by gate line edge roughness. IEEE Trans Electron Dev
2003;50:1254–60.

[2] Stucchi M et al. Impact of line-edge roughness on resistance and capacitance of
scaled interconnects. Microelectron Eng 2007;84:2733–7.

[3] Twaddle FJ, et al. RC variability of short-range interconnects. In: Proceedings
IWCE; 2009. p. 1–4.

[4] Bi Y, et al. Efficient sensitivity-based capacitance modeling for systematic and
random geometric variations. In: Proceedings ASP-DAC; 2011. p. 61–6.
[5] Poliakov P et al. Cross-cell interference variability aware model of fully planar
NAND Flash memory including line edge roughness. Microelectron Reliab
2011;51:919–24.

[6] Zhu H, et al. A sparse grid based spectral stochastic collocation method for
variations-aware capacitance extraction of interconnects under nano-meter
process technology. In: Proceedings DATE; 2007. p. 1514–9.

[7] Shen R et al. Variational capacitance extraction and modeling based on
orthogonal polynomial method. IEEE Trans VLSI 2010;18:1556–66.

[8] El-Moselhy T, Daniel L. Stochastic dominant singular vectors method for
variation-aware extraction. In: Proceedings DAC; 2010. p. 667–72.

[9] Yu W, et al. Variational capacitance extraction of on-chip interconnects based
on continuous surface model In: Proceedings DAC; 2009. p. 758–63.

[10] Yu W, et al. Parallel statistical capacitance extraction of on-chip interconnects
with an improved geometric variation model. In: Proceedings ASP-DAC; 2011.
p. 67–72.

[11] El-Moselhy T, et al. A capacitance solver for incremental variation-aware
extraction. In: Proceedings ICCAD; 2008. p. 662–9.

[12] Bi Y, et al. Sensitivity computation of interconnect capacitances with respect to
geometric parameters. In: Proceedings EPEP; 2008. p. 209–12.

[13] International technology roadmap for semiconductors. Update edition; 2010.
<http://www.itrs.net>.

[14] Nabors K, White J. FastCap: a multipole accelerated 3-D capacitance extraction
program. IEEE Trans CAD 1991;10:1447–59.

[15] Ban Y et al. Electrical impact of line edge roughness on sub-45 nm node
standard cell. SPIE 2009;7275. 18.1–10.

[16] Zhang W, et al. An efficient method for chip-level statistical capacitance
extraction considering process variations with spatial correlation. In:
Proceedings DATE; 2008. p. 580–5.

[17] Nabors K, White J. Multipole-accelerated capacitance extraction algorithms for
3-D structures with multiple dielectrics. IEEE Trans Circ Syst I
1992;39:946–54.

http://www.itrs.net

	Efficient statistical capacitance extraction of nanometer interconnects considering the on-chip line edge roughness
	1 Introduction
	2 The variation model and existing extraction techniques
	2.1 The model considering LER and other variations
	2.2 Sensitivity calculation with the adjoint field technique
	2.3 The HPC techniques [9]

	3 Two efficient approaches for statistical capacitance extraction
	3.1 The sensitivity-based approach for the CSV model
	3.2 The linear-model HPC technique

	4 Numerical results
	4.1 Settings of numerical experiments
	4.2 Results of the sensitivity-based approach
	4.3 Results of the linear-model HPC approach

	5 More analysis results and discussion
	6 Conclusions
	Acknowledgment
	References


